
From: Sydney B. Griffin <sydney.griffin@pressmail.ch>
Sent: 9/27/2023 5:00:11 PM
To: Public Comment <PublicComment@trpa.gov>
Subject: Governing Board Documents September 27, 2023-Hybrid Meeting — Housing Amendments — Public Commentary
Attachments: d9b7d042.jpeg ,6df0c693.jpeg ,b640401a.jpeg ,00fb1acc.jpeg ,e83b7fb5.jpeg ,4ba47355.jpeg ,9ec87d83.jpeg ,247e2208.jpeg ,2f24aa8d.jpeg

,9e3f0dbc.jpeg ,ae745f50.jpeg ,447d2d88.jpeg ,Sugar Pine Village.pdf ,032-291-028-100_ELDCO Recorder.pdf ,032-291-028-100_HPI.pdf ,032-
291-031-100_ELDCO Recorder.pdf ,032-291-031-100_HPI.pdf ,Up in smoke—California's greenhouse gas reductions could be wiped out by 2020
wildfires.pdf ,NATURE—Rate of tree carbon accumulation increases continuously with tree size.pdf ,Exceeding 1.5°C Global Warming Could Trigger
Multiple Climate Tipping Points.pdf ,Tipping elements in the Earth’s climate system.pdf ,CTC_TCAP_Amendment_Public_Comments.pdf ,06-LTS_1.PDF
,Low-elevation conifers in California’s Sierra Nevada are out of equilibrium with climate.pdf

Dear City Council,

Don't destroy our conserved land parcels! This will release thousands of tons of sequestered carbon dioxide into the atmosphere, and set a horrible precedent on
developing conserved lands. The highly divisive Tahoe "Prosperity" Center, all its real estate investment capitalist board members, Chase Janvrin, and Heidi Hill-Drum
have rigged the housing debate such that we can have housing or save the environment, but not both. It is a completely bogus argument. Do not develop Tahoe
Conservancy lands. This will have a significant effect on the environment. It is a carbon sink which is needed more than ever to mitigate climate change. Most of our
carbon offset credits are created by planting trees and promising not to cut them down. Your development planning approvals are proving what a scam this really is.
Conserved lands are ineligible for streamlined development into housing projects (PRC §§ 9951-9953, & 21159.21(i)&(j)). This conserved land was supposed to be retired
in a natural state without impervious coverage in accordance with the TRPA threshold standards and the regional plan.

Moreover, the federal TRPA Compact expressly states that "urbanization is threatening the ecological values of the region and threatening the public opportunities for use
of the public lands" (PUBLIC LAW 96-551 – DEC. 19, 1980, ARTICLE I(a)(5)). Urbanization of public lands is precisely what is occurring when we inappropriately place
high density multi-story apartments on public conservancy land. The Regional Plan and Code of Ordinances may not violate the Compact (Decker v. Northwest
Environmental Defense Center, 568 U.S. 597, 609 (2013) (Regulations, in order to be valid, must be consistent with the statute under which they are promulgated); U.S. v.
Larionoff, 431 U.S. 864, 873 (1977) (In order to be valid, regulations must be consistent with the statute under which they are promulgated); Credit One Bank, N.A. v. Hestrin, 60
F.4th 1220, 1231 (9th Cir. 2023) (An agency's regulation cannot trump the Supreme Court or Congress)). Agencies must abide by their own rules and regulations (Accardi v.
Shaughnessy, 347 U.S. 260, 268 (1954) (objecting to administrative body's "failure to exercise its own discretion, contrary to existing valid regulations"); Service v.
Dulles, 354 U.S. 363, 388 (1957) ("Secretary...could not, so long as the Regulations remained unchanged, proceed without regard to them"); Vitarelli v. Seaton, 359 U.S.
535, 539-40 (1959) ("Secretary...was bound by the regulations which he himself had promulgated"); United States v. Nixon, 418 U.S. 683, 695 (1974) (So long as
regulation was extant, it had force of law, Executive Branch was bound by it, and United States as sovereign composed of three branches was bound to respect and
enforce it); Bennett v. Spear, 520 U.S. 154, 172 (1997) ("It is rudimentary administrative law that discretion as to the substance of the ultimate decision does not confer
discretion to ignore the required procedures of decisionmaking"); see also, Nat’l Cable & Telecomms. Ass’n v. Brand X Internet Servs., 545 U.S. 967, 981 (2005) (an
agency action that departs from a prior policy without acknowledging the change, or that creates an “unexplained inconsistency” with prior policy is generally viewed as
arbitrary and capricious)). If the regulation’s text is unambiguous, there is no deference to an agency’s interpretation (Kisor v. Wilkie, 88 U. S. ____, 139 S. Ct. 2400,
2415 (2019) ("The regulation then just means what it means"); Attias v. Crandall, 968 F.3d 931, 937 (9th Cir. 2020); Larson v. Saul, 967 F.3d 914, 922 (9th Cir. 2020)).
TRPA ordinances are federal law and may not be preempted by City or State conservancy (Lake Tahoe Watercraft Recreation Ass'n v. TRPA, 24 F.Supp.2d 1062, 1069
(1998) (TRPA ordinance was federal law rather than state law, and compact under which ordinance was adopted did not reserve rights of states which had any bearing
on substance of ordinance)). The TRPA Regional Plan itself is being violated (e.g., CD-2.1(A)(v), SR-1, & OS-1) (Planning shall "where feasible, establish park or open
space corridors connecting undisturbed sensitive areas within Centers to undisturbed areas outside of Centers"; "Maintain and restore the scenic qualities of the natural
appearing landscape"; "Manage areas of open space to promote conservation of vegetation and Protection of watersheds").
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Cutting down our last remaining carbons sinks while simultaneously thinking we can somehow offset climate change is a SCAM.

 
It is a scam so obvious, even a comedian can blow it to pieces:

https://www.youtube.com/watch?v=AW3gaelBypY
https://www.youtube.com/watch?v=6p8zAbFKpW0


 
Moreover, we pretend to plant new trees to offset carbon emissions, but then they all burn down in a single fire season:
 

Moreover, mature trees such as this protected Tahoe Conservancy grove—which is also protected by the city from wildfire—obviously store way more carbon dioxide
than new carbon offset tree plantings:



and



No Joke, Tahoe Forest are going towards extinct:



The black angled line is the California-Nevada Border which changes direction in the middle of Lake Tahoe. The colored areas are conifer forests along the 400 mile-long
Sierra Nevada mountain range. The red areas are where current forests will become zombie forests in the near future meaning they will not naturally regrow once they
are cut or burnt down. The columns depict the forests at the future years 2041 and 2081, the rows bracket the forest degradation between the expected future CO2
emissions range. The image below shows the forest's current status:

Current "zombie forest" areas include the upper Ski Run neighborhood being diseased by a macro cell tower and the trees immediately south of Montreal Road which are
to be clear cut for high-end condos. The TRPA has failed to protect current and anticipated Zombie's forests with much needed threshold standards.
 
The corrupt Tamara Wallace and Stuart Roll (Julie Roll's spouse) are undermining the environmental mission of the Tahoe Conservancy through Wallace's board
membership. Despite her bragging how well she understood city planning laws and plans, she already illegally tried to stop the restoration of the "Motel 6" stream
environmental zone, despite such being mandated by the regional plan:
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https://www.trpa.gov/wp-content/uploads/documents/archive/2/FinalAdoptedRegionalPlanMaps_amended1-2-2018.pdf


We already have enough vacant housing stock (BAE Urban Economics. "Analysis of Local Funding Source(s) for Housing Initiatives," p.18 (01/13/2023)):
 

https://legistarweb-production.s3.amazonaws.com/uploads/attachment/pdf/1748850/SouthLakeTahoe_LocalHousingFundingFeasibilityStudy_01-13-2023.pdf#p=25


 
And there is a high enough housing turnover rate to buy them (2,610 units in six years—we can't even build that fast!) (supra at p.8):
 

 
Here is the housing stock—as you can see it is cheaper per room than Sugarpine's $800,000 dollar per unit (Each unit...will cost about $808,823):
 

https://legistarweb-production.s3.amazonaws.com/uploads/attachment/pdf/1748850/SouthLakeTahoe_LocalHousingFundingFeasibilityStudy_01-13-2023.pdf#p=8
https://southtahoenow.com/story/05/04/2023/city-council-tables-new-tot-and-vacancy-taxes-housing-now-focus-now-being-charter-c








 
QED
 
Stop this nonsense.
 

Sydney B. Griffin
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Legend

The California Tahoe Conservancy was established in 1985 to lead efforts to restore and enhance the extraordinary natural and recreational resources of the Lake Tahoe Basin. Parcels 28The California Tahoe Conservancy was established in 1985 to lead efforts to restore and enhance the extraordinary natural and recreational resources of the Lake Tahoe Basin. Parcels 28
and 31 were purchased just a few years later in the spring of 1989 towards this goal. In the decades since, development interests have hijacked the Conservancy, with plans to destroy andand 31 were purchased just a few years later in the spring of 1989 towards this goal. In the decades since, development interests have hijacked the Conservancy, with plans to destroy and
pave over a healthy stand of forest habitat releasing thousands of tons of climate-warming CO2 from this “carbon sink.” The construction footprint will be 6.5 acres of the combined 11.6 acrepave over a healthy stand of forest habitat releasing thousands of tons of climate-warming CO2 from this “carbon sink.” The construction footprint will be 6.5 acres of the combined 11.6 acre
lot. A statutory (PRC § 4291) 100’ buffer from structures for “defensible space" will result in the clearcutting of 95% of the conserved lands with only 0.56 acres of habitat remaining.lot. A statutory (PRC § 4291) 100’ buffer from structures for “defensible space" will result in the clearcutting of 95% of the conserved lands with only 0.56 acres of habitat remaining.

Sugar Pine Village will Destroy 11 acres of Conserved LandsSugar Pine Village will Destroy 11 acres of Conserved Lands

100' Buffer

100' Buffer



1989-0015341 • B: 03107 P: 641 • GRANT DEED

Assessor Parcel Number   03229128100

Recording Date
03/28/1989 12:00 AM

Grantor (2)
PESKIN HENRIETTA ETAL
PESKIN LEON D ETAL

Grantee
CAL ST RESOURCES AGCY



2020 - 2021 Taxable Property Values for: 032-291-28-100

Property Value

Land Total $0

Improvement Total $0

Personal property Total $0

Total Roll $0

(Exemptions Total) $0

Net Roll $0

Property Description:

Assessor's information is for assessment and tax purposes only and should not be relied upon for status of development or building purposes.
Property Address: 1860 LAKE TAHOE BLVD  
Parcel Number: 032-291-28-100
Historical Property Information
Office of the Assessor

Primary Use**: 30, VACANT COMMERCIAL LAND

Subdivision Tract Number: 275

Subdivision Tract Name: TAHOE VALLEY CENTER UNIT NO 3

APN Status: 11, Inactive - Non-Taxable

Reference: POR L 5

Tax Rate Area: 002-002

School District: 

Last Appraisal Effective Date: 2/1/1975

Last Appraisal Reason: 

MPR Card: 032-291-28

**The USE is only reviewed at the time of the last taxable event, and may not be a legal use

Associated Maps for: 032-291-28-100

Most Recent Plat: 

Historical Plat: 

Assessor's Plat 032-29

Historical Plat 032-29

Subdivision Maps: Tahoe Vly Cntr #3: C-109

Tahoe Vly Cntr #3: C-109A

https://parcel.edcgov.us/Plats-Active/Book%20032/032-29.tif
https://parcel.edcgov.us/Plats-Historical/032-29_0000.jpg


Event List for: 032-291-28-100

Roll Event Date Bill Status Event Status Seq # Event Type Stmt. Status ID Tax Bill # Value

2018 1/1/2018 Inactive Annual Roll 1 Roll No Bill $0

2017 1/1/2017 Inactive Annual Roll 1 Roll No Bill $0

2016 1/1/2016 Inactive Annual Roll 1 Roll No Bill $0

2015 1/1/2015 Inactive Annual Roll 1 Roll No Bill $0

2014 1/1/2014 Inactive Annual Roll 1 Roll No Bill $0

2013 1/1/2013 Inactive Annual Roll 1 Roll No Bill $0

2012 1/1/2012 Inactive Annual Roll 1 Roll No Bill $0

2011 1/1/2011 Inactive Annual Roll 1 Roll No Bill $0

2010 1/1/2010 Inactive Annual Roll 1 Roll No Bill $0

2009 1/1/2009 Inactive Annual Roll 1 Roll No Bill $0

2008 1/1/2008 Inactive Annual Roll 1 Roll No Bill $0

2007 1/1/2007 Inactive Annual Roll 1 Roll No Bill $0

2006 1/1/2006 Inactive Annual Roll 1 Roll No Bill $0

2005 1/1/2005 Inactive Annual Roll 1 Roll No Bill $0

2004 1/1/2004 Inactive Annual Roll 1 Roll No Bill $0

2003 1/1/2003 Inactive Annual Roll 1 Roll No Bill $0

2002 1/1/2002 Inactive Annual Roll 1 Roll No Bill $0

2001 1/1/2001 Inactive Annual Roll 1 Roll No Bill $0

2000 1/1/2000 Inactive Annual Roll 1 Roll No Bill $0

1999 1/1/1999 Inactive Annual Roll 1 Roll No Bill $0

1998 1/1/1998 Inactive Annual Roll 1 Roll No Bill $0

1997 1/1/1997 Inactive Annual Roll 1 Roll No Bill $0

1996 3/1/1996 Inactive Annual Roll 1 Roll No Bill $0

1995 3/1/1995 Inactive Annual Roll 1 Roll No Bill $0



1994 3/1/1994 Inactive Annual Roll 1 Roll No Bill $0

1993 3/1/1993 Inactive Annual Roll 1 Roll No Bill $0

1992 3/1/1992 Inactive Annual Roll 1 Roll No Bill $0

1991 3/1/1991 Inactive Annual Roll 1 Roll No Bill $0

1990 3/1/1990 Inactive Annual Roll 1 Roll No Bill $0

1989 3/1/1989 Inactive Annual Roll 1 Roll No Bill $0

1988 3/1/1988 Active Annual Roll 1 Roll Pending $30,165

Property Characteristics for: 032-291-28-100

Property Characteristic Description

Book Category Number 2032

Current Record Flag Yes

Parcel Split Background for: 032-291-28-100

This Parcel Has No Split Background Records.

Owner Change History for: 032-291-28-100

Related Accounts for: 032-291-28-100

This Parcel Has No Related Accounts.



Recorded Document: 1989-3107641
Record Change Date: 3/28/1989
Effective Owner Change Date: 3/28/1989 
Preliminary Change of Ownership: 1989-3107641

Recorded Document:
Recorder's Book and Page: 0909-188
Record Change Date: 11/21/1968
Effective Owner Change Date: 11/21/1968 
Preliminary Change of Ownership: 1-0909188



1989-0018637 • B: 03117 P: 37 • GRANT DEED

Assessor Parcel Number   03229131100

Recording Date
04/13/1989 12:00 AM

Grantor (10)
WEIR PAULINE ETAL
MORELAND CAROL C ETAL
MORELAND W D ETAL
WEIR DONALD E ETAL
WEIR PATRICIA ETAL

Grantee
CAL ST RESOURCES AGCY



2020 - 2021 Taxable Property Values for: 032-291-31-100

Property Value

Land Total $0

Improvement Total $0

Personal property Total $0

Total Roll $0

(Exemptions Total) $0

Net Roll $0

Property Description:

Assessor's information is for assessment and tax purposes only and should not be relied upon for status of development or building purposes.
Property Address: 1029 TATA LN  
Parcel Number: 032-291-31-100
Historical Property Information
Office of the Assessor

Primary Use**: 82, PARKING LOT

Subdivision Tract Number: 275

Subdivision Tract Name: TAHOE VALLEY CENTER UNIT NO 3

APN Status: 11, Inactive - Non-Taxable

Reference: PM 2/52/2

Tax Rate Area: 002-002

School District: 

Last Appraisal Effective Date: 2/1/1979

Last Appraisal Reason: 

MPR Card: 032-291-31

**The USE is only reviewed at the time of the last taxable event, and may not be a legal use

Associated Maps for: 032-291-31-100

Most Recent Plat: 

Historical Plat: 

Assessor's Plat 032-29

Historical Plat 032-29

Subdivision Maps: Tahoe Vly Cntr #3: C-109

Tahoe Vly Cntr #3: C-109A

https://parcel.edcgov.us/Plats-Active/Book%20032/032-29.tif
https://parcel.edcgov.us/Plats-Historical/032-29_0000.jpg


Event List for: 032-291-31-100

Roll Event Date Bill Status Event Status Seq # Event Type Stmt. Status ID Tax Bill # Value

2018 1/1/2018 Inactive Annual Roll 1 Roll No Bill $0

2017 1/1/2017 Inactive Annual Roll 1 Roll No Bill $0

2016 1/1/2016 Inactive Annual Roll 1 Roll No Bill $0

2015 1/1/2015 Inactive Annual Roll 1 Roll No Bill $0

2014 1/1/2014 Inactive Annual Roll 1 Roll No Bill $0

2013 1/1/2013 Inactive Annual Roll 1 Roll No Bill $0

2012 1/1/2012 Inactive Annual Roll 1 Roll No Bill $0

2011 1/1/2011 Inactive Annual Roll 1 Roll No Bill $0

2010 1/1/2010 Inactive Annual Roll 1 Roll No Bill $0

2009 1/1/2009 Inactive Annual Roll 1 Roll No Bill $0

2008 1/1/2008 Inactive Annual Roll 1 Roll No Bill $0

2007 1/1/2007 Inactive Annual Roll 1 Roll No Bill $0

2006 1/1/2006 Inactive Annual Roll 1 Roll No Bill $0

2005 1/1/2005 Inactive Annual Roll 1 Roll No Bill $0

2004 1/1/2004 Inactive Annual Roll 1 Roll No Bill $0

2003 1/1/2003 Inactive Annual Roll 1 Roll No Bill $0

2002 1/1/2002 Inactive Annual Roll 1 Roll No Bill $0

2001 1/1/2001 Inactive Annual Roll 1 Roll No Bill $0

2000 1/1/2000 Inactive Annual Roll 1 Roll No Bill $0

1999 1/1/1999 Inactive Annual Roll 1 Roll No Bill $0

1998 1/1/1998 Inactive Annual Roll 1 Roll No Bill $0

1997 1/1/1997 Inactive Annual Roll 1 Roll No Bill $0

1996 3/1/1996 Inactive Annual Roll 1 Roll No Bill $0

1995 3/1/1995 Inactive Annual Roll 1 Roll No Bill $0



1994 3/1/1994 Inactive Annual Roll 1 Roll No Bill $0

1993 3/1/1993 Inactive Annual Roll 1 Roll No Bill $0

1992 3/1/1992 Inactive Annual Roll 1 Roll No Bill $0

1991 3/1/1991 Inactive Annual Roll 1 Roll No Bill $0

1990 3/1/1990 Inactive Annual Roll 1 Roll No Bill $0

1989 3/1/1989 Inactive Annual Roll 1 Roll No Bill $0

1988 3/1/1988 Active Annual Roll 1 Roll Pending $118,307

Property Characteristics for: 032-291-31-100

Property Characteristic Description

Acreage 1.600 ac

Book Category Number 2032

Current Record Flag Yes

Parcel Split Background for: 032-291-31-100

This Parcel Has No Split Background Records.

Owner Change History for: 032-291-31-100

Related Accounts for: 032-291-31-100

Account Number Property Type Status

9-002-013-0010 Possessory Active, Non-Billable



Recorded Document: 1989-3117037
Record Change Date: 4/13/1989
Effective Owner Change Date: 4/13/1989 
Preliminary Change of Ownership: 1989-3117037

Recorded Document:
Recorder's Book and Page: 2404-278
Record Change Date: 2/27/1985
Effective Owner Change Date: 2/27/1985 
Preliminary Change of Ownership: 1-2404278

Recorded Document:
Recorder's Book and Page: 1676-339
Record Change Date: 9/21/1978
Effective Owner Change Date: 9/21/1978 
Preliminary Change of Ownership: 1-1676339

Recorded Document:
Recorder's Book and Page: 1638-195
Record Change Date: 6/8/1978
Effective Owner Change Date: 6/8/1978 
Preliminary Change of Ownership: 1-1638195

Recorded Document:
Recorder's Book and Page: 1480-388
Record Change Date: 3/30/1977
Effective Owner Change Date: 3/30/1977 
Preliminary Change of Ownership: 1-1480388
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Up in smoke: California’s greenhouse gas reductions could be wiped out by 
2020 wildfires☆ 

Michael Jerrett a,*, Amir S. Jina b, Miriam E. Marlier a 

a Department of Environmental Health Sciences, Fielding School of Public Health, University of California, Los Angeles, 650 Charles E. Young Dr. S., 56-070 CHS Box 
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A R T I C L E  I N F O   
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A B S T R A C T   

In this short communication, we estimate that California’s wildfire carbon dioxide equivalent (CO2e) emissions 
from 2020 are approximately two times higher than California’s total greenhouse gas (GHG) emission reductions 
since 2003. Without considering future vegetation regrowth, CO2e emissions from the 2020 wildfires could be 
the second most important source in the state above either industry or electrical power generation. Regrowth 
may partly of fully occur over a long period, but due to exigencies of the climate crisis most of the regrowth will 
not occur quickly enough to avert greater than 1.5 degrees of warming. Global monetized damages caused by 
CO2e from in 2020 wildfire emissions amount to some $7.1 billion USD. Our analysis suggests that significant 
societal benefits could accrue from larger investments in improved forest management and stricter controls on 
new development in fire-prone areas at the wildland-urban interface.   

1. Introduction 

Recent evidence suggests that climate change contributes to 
increased wildfire activity in the western United States (Abatzoglou and 
Williams, 2016). California’s summer wildfire burned area increased 
eightfold from 1972 to 2018 (Williams et al., 2019), and statewide 
climate change projections predict an amplification of wildfire risk due 
to higher temperatures and drier conditions (Westerling, 2018). Climate 
change exacerbates fire risks already stoked by increasing development 
near the wildland-urban interface (WUI) that have made humans the 
main ignition source in California (Keeley and Syphard, 2018), as well as 
decades of fire suppression and underinvestment in preventive measures 
such as mechanical clearing or prescribed burns (Keeley and Syphard, 
2021; Kolden, 2019; Radeloff et al., 2018). Wildfires, in turn, release 
GHG emissions that can contribute to climate change. 

California experienced its most disastrous wildfire year on record in 
2020. CalFire, the state agency responsible for leading California’s 
wildfire prevention and suppression, reports that 1.7 million hectares 
burned in 2020 (CalFire, 2022). Many of the worst fire years in Cal-
ifornia’s history have occurred in the past 20 years, with eighteen of the 
top 20 most destructive fires in terms of loss of life and property since 

2000 and five in 2020 alone (CalFire, 2021). The 2020 fires have been 
followed by another extreme fire season with 1.0 million hectares 
burned in 2021. 

In addition to the immediate loss of life and property, hospital ad-
missions and premature deaths have likely happened because of the 
smoke exposure (Cascio, 2018; Fann et al., 2018; Reid et al., 2016; Wang 
et al., 2020), which blanketed large parts of the state with tens of mil-
lions of people with unhealthy air quality that persisted for months in 
some locations. Recent estimates put the economic costs of direct health 
costs at $32 billion for 2018 (Wang et al., 2020). Future climate pro-
jections suggest that wildfires will become an increasingly important 
source of air pollution in the western U.S. (Ford et al., 2018; Liu et al., 
2016). 

When forests burn and are not balanced by vegetation regrowth, they 
shift from a natural sink to a source of carbon (van der Werf et al., 2017). 
This can represent a positive climate feedback loop in which increased 
GHG emissions contribute to climate change and further increase 
wildfire risk. Although wildfires are a natural feature of many ecosys-
tems in California, the increase in severe and frequent wildfire events 
has raised the possibility of transformed post-fire ecosystems as new 
plant communities regrow following fire events that alter carbon 
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sequestration potential (Bowman et al., 2020). Regrowth relies on 
several factors including species burned, drought, and active replanting 
(Kibler, 2019). Even if long-term regrowth occurs, however, the carbon 
emissions occurring in the next 15–20 years will make it difficult to 
reach emission reduction targets needed to avert the 1.5 degree C in-
creases in mean global temperature advocated by the Intergovernmental 
Panel on Climate Change (IPCC) (IPCC, 2018). Recent studies on the 
Australian wildfires have suggested that the magnitude of the fires in 
combination with the broadleaf species being burned likely places fires 
somewhere in between carbon neutrality and complete emissions (van 
der Velde et al., 2021). 

In this short communication, we quantify the likely carbon emissions 
that occurred in 2020 from wildfire activity in California. We then 
situate these emissions in the context of other leading GHG emissions 
sectors in California. We conclude with policy recommendations for 
reporting of routine wildfire emissions and for increased investment in 
preventive measures. 

1.1. Data and methods 

Given substantial uncertainties among fire emissions inventories (Liu 
et al., 2020), we obtained multiple sources of fire emissions data for 
2003–2020. First, we accessed satellite-based fire CO2 emissions from 
the Global Fire Emissions Database version 4 with small fires (GFED4s) 
(1997-present; considered preliminary since 2017) and Global Fire 
Assimilation System version 1.2 (GFAS) using FIRECAM (Liu et al., 
2020). These inventories represent “bottom-up” and “top-down” ap-
proaches to fire emissions estimation, respectively, and have shown the 
best correspondence with aerosol observations in North America (Carter 
et al., 2020). Although GFED and GFAS do not distinguish between 
wildfires and other landscape fires such as agricultural or prescribed 
burns, we expect this contribution to be minor in California. We also 
obtained wildfire-specific emissions estimates from the California Air 
Resources Board (CARB) (2000–2020), which combines individual fire 
perimeters with a wildland fire emissions model (CARB, 2020). The 
average across inventories is 127 mmt CO2e for 2020 (ranging from 101 
to 171 mmt CO2e) and 18 mmt CO2e for 2003–2019 (ranging from 15 to 
22 mmt CO2e). 

We next compared wildfire emissions to sectoral GHG emissions for 
2003–2020 to maintain consistency with availability for all three 
wildfire emissions inventories (CARB, 2021). In 2019, the CARB re-
ported 418 mmt CO2e emissions for all sources with the top 3 being 
transportation (166 mmt CO2e), electrical power generation (59 mmt 
CO2e), and industry (88 mmt CO2e). For 2020, we assume constant 
emissions from the year 2019, as this was the last year where the CARB 
estimated sector-specific contributions to CO2e, although this may be an 
underestimate due to potential emissions reductions during the 
COVID-19 pandemic (Liu et al., 2021). 

Finally, to assess the socioeconomics benefits of reducing these CO2 
emissions, without considering the co-benefits of air pollution re-
ductions, we apply the social cost of carbon (SC–CO2). The SC-CO2 is an 
estimate of the marginal damage caused by the emissions of an extra ton 
of CO2 today in net present value. This value, adopted by the Biden 
administration in February 2021, is $51 per ton with a 3% discount rate 
in 2020 USD (Interagency Working Group, 2016). We also apply a value 
of the SC-CO2 where damages are restricted only to the United States. 
While this lower value of $7.1 per ton in 2020 (Governmental 
Accountability Office, 2020) does not capture the global nature of 
emissions, it does allow us to attribute the local component of global 
damages caused by the fires. 

2. Results 

We first compared sectoral emissions to wildfire emissions, which 
indicate an approximate release of 127 mmtCO2e in 2020, nearly seven 
times the 2003–2019 mean. From 2003 to 2019, California’s GHG 

emissions declined by 65 mmt CO2e (− 13%), largely driven by re-
ductions from the electric power generation sector. The 2020 fire season 
alone is two times higher than California’s total GHG emissions re-
ductions and would comprise 49 percent of California’s 2030 total 
greenhouse emissions target of 260 mmtCO2e (Fig. 1) (CARB, 2017). 

Global monetized damages caused only by CO2 from California’s fire 
emissions in 2020 is approximately $7.09 billion in net present value 
when applying SC-CO2 from the Biden Administration with a constant 
3% discount rate. This value is reduced to approximately $986.9 million 
in damage for the U.S. when considering only domestic damages. If we 
consider what this implies for California only, we calculate the median 
damages to California as a percent of U.S. damages in 2080–2099 
implied by Hsiang et al. (2017). This gives values of 8.5%, 12.1%, 9.4% 
for Representative Concentration Pathways (RCPs) 2.6, 4.5, and 8.5 
respectively. Scaling the previous U.S.-only value to the average of these 
percentages, this would imply that the carbon emissions-only damages 
for California would be approximately $98.7 million in net present 
value. 

3. Conclusions 

In this short communication, we analyzed the likely CO2e emissions 
from wildfires in California during 2020. Averaging three fire emissions 
estimates, we find that approximately 127 mmt CO2e were emitted in 
2020. We emphasize that our wildfire emissions estimates do not 
consider subsequent vegetation regrowth following fires so this is 
considered an upper bound for net wildfire GHG contributions to the 
atmosphere. This regrowth, however, could take decades or longer 
depending on the type of ecosystem that burned. 

If we compare fire GHG emissions to total GHG emissions of 418 mmt 
CO2e total in 2019, this amounts to a 30% increase in total emissions by 
all sectors. This makes the GHG emissions from wildfires the second 
most important source in the state, after transportation (166 mmtCO2e), 
but above either industry or electrical power generation (88 and 59 mmt 
CO2e, respectively). Viewed from the perspective of what this means for 
wildfire emission reductions from all other sectors combined, if we 
compare to reductions from 2003 to 2019 from 483 to 418 mmt CO2e, 
the likely amount of increase from the fires is close to double all the 
emission reductions achieved in the state from 2003 to 2019. 

The economic damages are informative for two key reasons. First, 
they represent a currently unquantified aspect of damages due to fires 
that are incurred globally, in the U.S., and in California itself. These 
damages should be counted in addition to fire control costs, damages 
from air pollution, and direct loss of life and property. Second, they 
provide a benchmark against which to compare the costs of prevention 
measures, based purely on climate change mitigation, and not including 
co-benefits of reduced pollution, lower property risk and loss, and other 
damages associated with fire risk. The Federal government and Cali-
fornia recently signed a memorandum of understanding to increase to 1 
million acres per year forest treatment to prevent wildfires in the State 
(State of California, 2020); in 2021, California invested $1.5 billion in 
wildfire resilience programs, including prescribed burning (California 
Wildfire & Forest Resilience Task Force, 2022). If future treatments are 
moderately effective and reduce wildfire risk and subsequent CO2e 
emissions by 20%, this would reduce 20% of the total $7.09 billion in 
externality costs that we have calculated (i.e., $1.42 billion in benefits). 
Including the carbon mitigation benefits further justifies the wildfire 
prevention costs. 

Our analysis suggests several notable bit findings. First, wildfires in 
California have become a major and growing source of GHG emissions. 
Over the long to very long term, regrowth could alleviate some of the 
emissions, but this is unlikely to occur on the time scale necessary to 
meet near and medium-term emission targets needed to avert passing 
the 1.5 degree C threshold. Second, the magnitude of the emissions 
makes wildfires the second most important source of emissions in 2020 
behind transportation emissions, and one that appears likely to grow 
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with future climate change. Average wildfire emissions from the past 
five years (~46 mmt CO2e from 2016 to 2020) ranks above the most 
recent individual contributions from the Commercial & Residential, 
Agriculture, Recycling & Waste, and High Global Warming Potential 
sectors. The latter includes fluorine-containing gases that destroy 
stratospheric ozone; sources include electricity transmission and distri-
bution and semiconductor manufacturing. Third, wildfire emissions in 
2020 essentially negate 18 years of reductions in GHG emissions from 
other sectors by a factor of two. Fourth, the additional global damages 
due only to the contribution of these emissions to climate change can be 
valued at $7.09 billion. 

The findings imply several research directions and policy actions. 
The externalities caused by fire emissions incurs damages globally and 
in California, and the economic value should be considered alongside 
other direct costs of fires (Feo et al., 2020), including prevention and 
suppression. Wildfire emissions are not routinely reported with other 
key emission sources such as transportation, industry, and power gen-
eration. While wildfire emissions tend to be more variable than other 
sectors, it is still important to track these emissions to ensure near and 
medium-term emission reduction targets are met. A likely consequence 
is that wildfire emissions have not received nearly the same level of 
societal investment or attention as emissions from other sectors. 
Although wildfires are to some extent natural occurrences, human ac-
tivity contributes to making wildfires “unnatural disasters” through 
anthropogenic climate change and development at the WUI in fire prone 
areas. Moreover, forest management policies focused on fire suppression 
rather than on preventive measures such as mechanical clearing and 
prescribed burning activities also likely increases the risk of large, 
destructive wildfires. If fires are no longer in balance with ecosystem 
regrowth, we risk different vegetation communities regrowing with less 
potential for carbon sequestration. A need also exists to develop acces-
sible quantitative tools for policymakers and the public to understand 
how wildfire risk can be reduced through better management, how 
much loss of life and property can be avoided, and how much it will cost 
to achieve these goals. This will allow for more accurate assessment of 
investments in improved forest management or prevention of develop-
ment in fire prone areas at the wildland-urban interface. 
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Rate of tree carbon accumulation increases
continuously with tree size
N. L. Stephenson1, A. J. Das1, R. Condit2, S. E. Russo3, P. J. Baker4, N. G. Beckman3{, D. A. Coomes5, E. R. Lines6, W. K. Morris7,
N. Rüger2,8{, E. Álvarez9, C. Blundo10, S. Bunyavejchewin11, G. Chuyong12, S. J. Davies13, Á. Duque14, C. N. Ewango15, O. Flores16,
J. F. Franklin17, H. R. Grau10, Z. Hao18, M. E. Harmon19, S. P. Hubbell2,20, D. Kenfack13, Y. Lin21, J.-R. Makana15, A. Malizia10,
L. R. Malizia22, R. J. Pabst19, N. Pongpattananurak23, S.-H. Su24, I-F. Sun25, S. Tan26, D. Thomas27, P. J. van Mantgem28, X. Wang18,
S. K. Wiser29 & M. A. Zavala30

Forests are major components of the global carbon cycle, providing
substantial feedback to atmospheric greenhouse gas concentrations1.
Our ability to understand and predict changes in the forest carbon
cycle—particularly net primary productivity and carbon storage—
increasingly relies on models that represent biological processes
across several scales of biological organization, from tree leaves to
forest stands2,3. Yet, despite advances in our understanding of pro-
ductivity at the scales of leaves and stands, no consensus exists about
the nature of productivity at the scale of the individual tree4–7, in
part because we lack a broad empirical assessment of whether rates
of absolute tree mass growth (and thus carbon accumulation) decrease,
remain constant, or increase as trees increase in size and age. Here we
present a global analysis of 403 tropical and temperate tree species,
showing that for most species mass growth rate increases continu-
ously with tree size. Thus, large, old trees do not act simply as se-
nescent carbon reservoirs but actively fix large amounts of carbon
compared to smaller trees; at the extreme, a single big tree can add
the same amount of carbon to the forest within a year as is contained
in an entire mid-sized tree. The apparent paradoxes of individual
tree growth increasing with tree size despite declining leaf-level8–10

and stand-level10 productivity can be explained, respectively, by
increases in a tree’s total leaf area that outpace declines in produc-
tivity per unit of leaf area and, among other factors, age-related
reductions in population density. Our results resolve conflicting
assumptions about the nature of tree growth, inform efforts to under-
tand and model forest carbon dynamics, and have additional impli-
cations for theories of resource allocation11 and plant senescence12.

A widely held assumption is that after an initial period of increasing
growth, the mass growth rate of individual trees declines with increas-
ing tree size4,5,13–16. Although the results of a few single-species studies
have been consistent with this assumption15, the bulk of evidence cited
in support of declining growth is not based on measurements of indi-
vidual tree mass growth. Instead, much of the cited evidence documents
either the well-known age-related decline in net primary productivity
(hereafter ‘productivity’) of even-aged forest stands10 (in which the trees
are all of a similar age) or size-related declines in the rate of mass gain per

unit leaf area (or unit leaf mass)8–10, with the implicit assumption that
declines at these scales must also apply at the scale of the individual tree.
Declining tree growth is also sometimes inferred from life-history theory
to be a necessary corollary of increasing resource allocation to reproduc-
tion11,16. On the other hand, metabolic scaling theory predicts that mass
growth rate should increase continuously with tree size6, and this pre-
diction has also received empirical support from a few site-specific
studies6,7. Thus, we are confronted with two conflicting generalizations
about the fundamental nature of tree growth, but lack a global assess-
ment that would allow us to distinguish clearly between them.

To fill this gap, we conducted a global analysis in which we directly
estimated mass growth rates from repeated measurements of 673,046
trees belonging to 403 tropical, subtropical and temperate tree species,
spanning every forested continent. Tree growth rate was modelled as a
function of log(tree mass) using piecewise regression, where the inde-
pendent variable was divided into one to four bins. Conjoined line
segments were fitted across the bins (Fig. 1).

For all continents, aboveground tree mass growth rates (and, hence,
rates of carbon gain) for most species increased continuously with tree
mass (size) (Fig. 2). The rate of mass gain increased with tree mass in
each model bin for 87% of species, and increased in the bin that included
the largest trees for 97% of species; the majority of increases were sta-
tistically significant (Table 1, Extended Data Fig. 1 and Supplementary
Table 1). Even when we restricted our analysis to species achieving the
largest sizes (maximum trunk diameter .100 cm; 33% of species), 94%
had increasing mass growth rates in the bin that included the largest
trees. We found no clear taxonomic or geographic patterns among the
3% of species with declining growth rates in their largest trees, although
the small number of these species (thirteen) hampers inference. Declin-
ing species included both angiosperms and gymnosperms in seven of
the 76 families in our study; most of the seven families had only one or
two declining species and no family was dominated by declining spe-
cies (Supplementary Table 1).

When we log-transformed mass growth rate in addition to tree mass,
the resulting model fits were generally linear, as predicted by metabolic
scaling theory6 (Extended Data Fig. 2). Similar to the results of our main
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analysis using untransformed growth, of the 381 log-transformed spe-
cies analysed (see Methods), the log-transformed growth rate increased
in the bin containing the largest trees for 96% of species.

In absolute terms, trees 100 cm in trunk diameter typically add from
10 kg to 200 kg of aboveground dry mass each year (depending on species),
averaging 103 kg per year. This is nearly three times the rate for trees of
the same species at 50 cm in diameter, and is the mass equivalent to
adding an entirely new tree of 10–20 cm in diameter to the forest each
year. Our findings further indicate that the extraordinary growth recently
reported in an intensive study of large Eucalyptus regnans and Sequoia
sempervirens7, which included some of the world’s most massive indi-
vidual trees, is not a phenomenon limited to a few unusual species. Rather,
rapid growth in giant trees is the global norm, and can exceed 600 kg
per year in the largest individuals (Fig. 3).

Our data set included many natural and unmanaged forests in which
the growth of smaller trees was probably reduced by asymmetric com-
petition with larger trees. To explore the effects of competition, we cal-
culated mass growth rates for 41 North American and European species
that had published equations for diameter growth rate in the absence of
competition. We found that, even in the absence of competition, 85%
of the species had mass growth rates that increased continuously with tree
size (Extended Data Fig. 3), with growth curves closely resembling those
in Fig. 2. Thus, our finding of increasing growth not only has broad
generality across species, continents and forest biomes (tropical, subtropical
and temperate), it appears to hold regardless of competitive environment.

Importantly, our finding of continuously increasing growth is com-
patible with the two classes of observations most often cited as evidence
of declining, rather than increasing, individual tree growth: with increas-
ing tree size and age, productivity usually declines at the scales of both
tree organs (leaves) and tree populations (even-aged forest stands).

First, although growth efficiency (tree mass growth per unit leaf area
or leaf mass) often declines with increasing tree size8–10, empirical
observations and metabolic scaling theory both indicate that, on aver-
age, total tree leaf mass increases as the square of trunk diameter17,18. A
typical tree that experiences a tenfold increase in diameter will therefore
undergo a roughly 100-fold increase in total leaf mass and a 50–100-fold
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Figure 1 | Example model fits for tree mass growth rates. The species shown
are the angiosperm species (Lecomtedoxa klaineana, Cameroon, 142 trees) (a)
and gymnosperm species (Picea sitchensis, USA, 409 trees) (b) in our data
set that had the most massive trees (defined as those with the greatest
cumulative aboveground dry mass in their five most massive trees). Each point
represents a single tree; the solid red lines represent best fits selected by our
model; and the dashed red lines indicate one standard deviation around the
predicted values.
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Figure 2 | Aboveground mass growth rates for the 403 tree species, by
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f, North America (USA). Numbers of trees, numbers of species and percentages
with increasing growth are given in Table 1. Trunk diameters are approximate
values for reference, based on the average diameters of trees of a given mass.
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increase in total leaf area (depending on size-related increases in leaf
mass per unit leaf area19,20). Parallel changes in growth efficiency can
range from a modest increase (such as in stands where small trees are
suppressed by large trees)21 to as much as a tenfold decline22, with most
changes falling in between8,9,19,22. At one extreme, the net effect of a low
(50-fold) increase in leaf area combined with a large (tenfold) decline in
growth efficiency would still yield a fivefold increase in individual tree
mass growth rate; the opposite extreme would yield roughly a 100-fold
increase. Our calculated 52-fold greater average mass growth rate of
trees 100 cm in diameter compared to those 10 cm in diameter falls
within this range. Thus, although growth efficiency often declines with
increasing tree size, increases in a tree’s total leaf area are sufficient to
overcome this decline and cause whole-tree carbon accumulation rate
to increase.

Second, our findings are similarly compatible with the well-known
age-related decline in productivity at the scale of even-aged forest stands.
Although a review of mechanisms is beyond the scope of this paper10,23,
several factors (including the interplay of changing growth efficiency
and tree dominance hierarchies24) can contribute to declining produc-
tivity at the stand scale. We highlight the fact that increasing individual
tree growth rate does not automatically result in increasing stand pro-
ductivity because tree mortality can drive orders-of-magnitude reduc-
tions in population density25,26. That is, even though the large trees in
older, even-aged stands may be growing more rapidly, such stands
have fewer trees. Tree population dynamics, especially mortality, can
thus be a significant contributor to declining productivity at the scale of
the forest stand23.

For a large majority of species, our findings support metabolic scal-
ing theory’s qualitative prediction of continuously increasing growth

at the scale of individual trees6, with several implications. For example,
life-history theory often assumes that tradeoffs between plant growth
and reproduction are substantial11. Contrary to some expectations11,16,
our results indicate that for most tree species size-related changes in
reproductive allocation are insufficient to drive long-term declines in
growth rates6. Additionally, declining growth is sometimes considered
to be a defining feature of plant senescence12. Our findings are thus rele-
vant to understanding the nature and prevalence of senescence in the
life history of perennial plants27.

Finally, our results are relevant to understanding and predicting
forest feedbacks to the terrestrial carbon cycle and global climate system1–3.
These feedbacks will be influenced by the effects of climatic, land-use
and other environmental changes on the size-specific growth rates and
size structure of tree populations—effects that are already being observed
in forests28,29. The rapid growth of large trees indicates that, relative to
their numbers, they could play a disproportionately important role in
these feedbacks30. For example, in our western USA old-growth forest
plots, trees .100 cm in diameter comprised 6% of trees, yet contrib-
uted 33% of the annual forest mass growth. Mechanistic models of the
forest carbon cycle will depend on accurate representation of produc-
tivity across several scales of biological organization, including calibra-
tion and validation against continuously increasing carbon accumulation
rates at the scale of individual trees.

METHODS SUMMARY
We estimated aboveground dry mass growth rates from consecutive diameter mea-
surements of tree trunks—typically measured every five to ten years—from long-
term monitoring plots. Analyses were restricted to trees with trunk diameter
$10 cm, and to species having $40 trees in total and $15 trees with trunk diameter
$30 cm. Maximum trunk diameters ranged from 38 cm to 270 cm among species,
averaging 92 cm. We converted each diameter measurement (plus an accompany-
ing height measurement for 16% of species) to aboveground dry mass, M, using
published allometric equations. We estimated tree growth rate as G 5DM/Dt and
modelled G as a function of log(M) for each species using piecewise regression. The
independent variable log(M) was divided into bins and a separate line segment was
fitted to G versus log(M) in each bin so that the line segments met at the bin divi-
sions. Bin divisions were not assigned a priori, but were fitted by the model sepa-
rately for each species. We fitted models with 1, 2, 3 and 4 bins, and selected the
model receiving the most support by Akaike’s Information Criterion for each
species. Our approach thus makes no assumptions about the shape of the rela-
tionship between G and log(M), and can accommodate increasing, decreasing or
hump-shaped relationships. Parameters were fitted with a Gibbs sampler based on
Metropolis updates, producing credible intervals for model parameters and growth
rates at any diameter; uninformative priors were used for all parameters. We tested
extensively for bias, and found no evidence that our results were influenced by
model fits failing to detect a final growth decline in the largest trees, possible biases
introduced by the 47% of species for which we combined data from several plots, or
possible biases introduced by allometric equations (Extended Data Figs 4 and 5).

Online Content Any additional Methods, Extended Data display items and Source
Data are available in the online version of the paper; references unique to these
sections appear only in the online paper.
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METHODS
Data. We required that forest monitoring plots provided unbiased samples of all
living trees within the plot boundaries, and that the trees had undergone two trunk
diameter measurements separated by at least one year. Some plots sampled min-
imally disturbed old (all-aged) forest, whereas others, particularly those associated
with national inventories, sampled forest stands regardless of past management
history. Plots are described in the references cited in Supplementary Table 1.

Our raw data were consecutive measurements of trunk diameter, D, with most
measurements taken 5 to 10 years apart (range, 1–29 years). D was measured at a
standard height on the trunk (usually 1.3–1.4 m above ground level), consistent
across measurements for a tree. Allometric equations for 16% of species required, in
addition to consecutive measurements of D, consecutive measurements of tree height.

We excluded trees exhibiting extreme diameter growth, defined as trunks where
D increased by $40 mm yr21 or that shrank by $12s, where s is the standard
deviation of the D measurement error, s 5 0.9036 1 0.006214D (refs 31, 32); out-
liers of these magnitudes were almost certainly due to error. By being so liberal in
allowing negative growth anomalies, we erred on the side of reducing our ability
to detect increases in tree mass growth rate. Using other exclusion values yielded
similar results, as did a second approach to handling error in which we reanalysed
a subset of our models using a Bayesian method that estimates growth rates after
accounting for error, based on independent plot-specific data quantifying mea-
surement error33.

To standardize minimum D among data sets, we analysed only trees with D $ 10 cm
at the first census. To ensure adequate samples of trees spanning a broad range of
sizes, we restricted analyses to species having both $40 trees in total and also $15
trees with D $ 30 cm at the first census. This left us with 673,046 trees belonging to
403 tropical and temperate species in 76 families, spanning twelve countries and all
forested continents (Supplementary Table 1). Maximum trunk diameters ranged
from 38 cm to 270 cm among species, and averaged 92 cm.
Estimating tree mass. To estimate each tree’s aboveground dry mass, M, we used
published allometric equations relating M to D (or for 16% of species, relating M to
D and tree height). Some equations were species-specific and others were specific
to higher taxonomic levels or forest types, described in the references in Supplemen-
tary Table 1. The single tropical moist forest equation of ref. 34 was applied to most
tropical species, whereas most temperate species had unique species-specific equa-
tions. Most allometric equations are broadly similar, relating log(M) to log(D)
linearly, or nearly linearly—a familiar relationship in allometric scaling of both
animals and plants35. Equations can show a variety of differences in detail, how-
ever, with some adding log(D) squared and cubed terms. All equations make use of
the wood density of individual species, but when wood density was not available for
a given species we used mean wood density for a genus or family36.

Using a single, average allometry for most tropical species, and mean wood den-
sity for a genus or family for several species, limits the accuracy of our estimates of
M. However, because we treat each species separately, it makes no difference whether
our absolute M estimates are more accurate in some species than in others, only
that they are consistent within a species and therefore accurately reveal whether
mass growth rates increase or decrease with tree size.

For two regions—Spain and the western USA—allometric equations estimated
mass only for a tree’s main stem rather than all aboveground parts, including
branches and leaves. But because leaf and stem masses are positively correlated
and their growth rates are expected to scale isometrically both within and among
species18,37,38, results from these two regions should not alter our qualitative con-
clusions. Confirming this, the percentage of species with increasing stem mass
growth rate in the last bin for Spain and the western USA (93.4% of 61 species) was
similar to that from the remainder of regions (97.4% of 342 species) (P 5 0.12,
Fisher’s exact test).
Modelling mass growth rate. We sought a modelling approach that made no
assumptions about the shape of the relationship between aboveground dry mass
growth rate, G, and aboveground dry mass, M, and that could accommodate
monotonically increasing, monotonically decreasing, or hump-shaped relation-
ships. We therefore chose to model G as a function of log(M) using piecewise linear
regression. The range of the x axis, X 5 log(M), is divided into a series of bins, and
within each bin G is fitted as a function of X by linear regression. The position of
the bins is adaptive: it is fitted along with the regression terms. Regression lines are
required to meet at the boundary between bins. For a single model-fitting run the
number of bins, B, is fixed. For example, if B 5 2, there are four parameters to be
fitted for a single species: the location of the boundary between bins, X1; the slope
of the regression in the first bin, S1; the slope in the second bin, S2; and an intercept
term. Those four parameters completely define the model. In general, there are 2B
parameters for B bins.

Growth rates, while approximately normally distributed, were heteroskedastic,
with the variance increasing with mass (Fig. 1), so an additional model was needed
for the standard deviation of G, sG, as a function of log(M). The increase of sG

with log(M) was clearly not linear, so we used a three-parameter model:

sG~k for log Mð Þvdð Þ

sG~azblog Mð Þ (for log Mð Þ§d)

where the intercept a is determined by the values of k, d and b. Thus sG was
constant for smaller values of log(M) (below the cutoff d), then increased linearly
for larger log(M) (Fig. 1). The parameters k, d and b were estimated along with the
parameters of the growth model.

Parameters of both the growth and standard deviation models were estimated in
a Bayesian framework using the likelihood of observing growth rates given model
predictions and the estimated standard deviation of the Gaussian error function. A
Markov chain Monte Carlo chain of parameter estimates was created using a Gibbs
sampler with a Metropolis update39,40 written in the programming language R
(ref. 41) (a tutorial and the computer code are available through http://ctfs.arnarb.
harvard.edu/Public/CTFSRPackage/files/tutorials/growthfitAnalysis). The sampler
works by updating each of the parameters in sequence, holding other parameters
fixed while the relevant likelihood function is used to locate the target parameter’s
next value. The step size used in the updates was adjusted adaptively through the
runs, allowing more rapid convergence40. The final Markov chain Monte Carlo
chain describes the posterior distribution for each model parameter, the error, and
was then used to estimate the posterior distribution of growth rates as estimated
from the model. Priors on model parameters were uniform over an unlimited
range, whereas the parameters describing the standard deviation were restricted
to .0. Bin boundaries, Xi, were constrained as follows: (1) boundaries could only
fall within the range of X, (2) each bin contained at least five trees, and (3) no bin
spanned less than 10% of the range of X. The last two restrictions prevented the
bins from collapsing to very narrow ranges of X in which the fitted slope might take
absurd extremes.

We chose piecewise regression over other alternatives for modelling G as a
function of M for two main reasons. First, the linear regression slopes within each
bin provide precise statistical tests of whether G increases or decreases with X,
based on credible intervals of the slope parameters. Second, with adaptive bin
positions, the function is completely flexible in allowing changes in slope at any
point in the X range, with no influence of any one bin on the others. In contrast, in
parametric models where a single function defines the relationship across all X, the
shape of the curve at low X can (and indeed must) influence the shape at high X,
hindering statistical inference about changes in tree growth at large size.

We used log(M) as our predictor because within a species M has a highly non-
Gaussian distribution, with many small trees and only a few very large trees, includ-
ing some large outliers. In contrast, we did not log-transform our dependent variable
G so that we could retain values of G # 0 that are often recorded in very slowly
growing trees, for which diameter change over a short measurement interval can be
on a par with diameter measurement error.

For each species, models with 1, 2, 3 and 4 bins were fitted. Of these four models,
the model receiving the greatest weight of evidence by Akaike Information Criterion
(AIC) was selected. AIC is defined as the log-likelihood of the best-fitting model,
penalized by twice the number of parameters. Given that adding one more bin to a
model meant two more parameters, the model with an extra bin had to improve the
log-likelihood by 4 to be considered a better model42.
Assessing model fits. To determine whether our approach might have failed to
reveal a final growth decline within the few largest trees of the various species, we
calculated mass growth rate residuals for the single most massive individual tree
of each species. For 52% of the 403 species, growth of the most massive tree was
underestimated by our model fits (for example, Fig. 1a); for 48% it was overestimated
(for example, Fig. 1b). These proportions were indistinguishable from 50% (P 5 0.55,
binomial test), as would be expected for unbiased model fits. Furthermore, the
mean residual (observed minus predicted) mass growth rate of these most massive
trees, 10.006 Mg yr21, was statistically indistinguishable from zero (P 5 0.29, two-
tailed t-test). We conclude that our model fits accurately represent growth trends
up through, and including, the most massive trees.
Effects of combined data. To achieve sample sizes adequate for analysis, for some
species we combined data from several different forest plots, potentially intro-
ducing a source of bias: if the largest trees of a species disproportionately occur on
productive sites, the increase in mass growth rate with tree size could be exagger-
ated. This might occur because trees on less-productive sites—presumably the sites
having the slowest-growing trees within any given size class—could be under-
represented in the largest size classes. We assessed this possibility in two ways.

First, our conclusions remained unchanged when we compared results for the
53% of species that came uniquely from single large plots with those of the 47% of
species whose data were combined across several plots. Proportions of species with
increasing mass growth rates in the last bin were indistinguishable between the two
groups (97.6% and 95.8%, respectively; P 5 0.40, Fisher’s exact test). Additionally,
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the shapes and magnitudes of the growth curves for Africa and Asia, where data
for each species came uniquely from single large plots, were similar to those of
Australasia, Europe and North America, where data for each species were combined
across several plots (Table 1, Fig. 2 and Extended Data Fig. 2). (Data from Central
and South America were from both single and combined plots, depending on
species.)

Second, for a subset of combined-data species we compared two sets of model
fits: (1) using all available plots (that is, the analyses we present in the main text),
and (2) using only plots that contained massive trees—those in the top 5% of mass
for a species. To maximize our ability to detect differences, we limited these analyses
to species with large numbers of trees found in a large number of plots, dispersed
widely across a broad geographic region. We therefore analysed the twelve Spanish
species that each had more than 10,000 individual trees (Supplementary Table 1),
found in 34,580 plots distributed across Spain. Massive trees occurred in 6,588
(19%) of the 34,580 plots. We found no substantial differences between the two
analyses. When all 34,580 plots were analysed, ten of the twelve species showed
increasing growth in the last bin, and seven showed increasing growth across all
bins; when only the 6,588 plots containing the most massive trees were analysed,
the corresponding numbers were eleven and nine. Model fits for the two groups
were nearly indistinguishable in shape and magnitude across the range of tree masses.
We thus found no evidence that the potential for growth differences among plots
influenced our conclusions.
Effects of possible allometric biases. For some species, the maximum trunk dia-
meter D in our data sets exceeded the maximum used to calibrate the species’ allo-
metric equation. In such cases our estimates of M extrapolate beyond the fitted
allometry and could therefore be subject to bias. For 336 of our 403 species we were
able to determine D of the largest tree that had been used in calibrating the associated
allometric equations. Of those 336 species, 74% (dominated by tropical species)
had no trees in our data set with D exceeding that used in calibrating the allometric
equations, with the remaining 26% (dominated by temperate species) having at
least one tree with D exceeding that used in calibration. The percentage of species
with increasing G in the last bin for the first group (98.0%) was indistinguishable
from that of the second group (96.6%) (P 5 0.44, Fisher’s exact test). Thus, our
finding of increasing G with tree size is not affected by the minority of species that
have at least one tree exceeding the maximum value of D used to calibrate their
associated allometric equations.

A bias that could inflate the rate at which G increases with tree size could arise if
allometric equations systematically underestimate M for small trees or overestimate
M for large trees43. For a subset of our study species we obtained the raw data—
consisting of measured values of D and M for individual trees—needed to calibrate
allometric equations, allowing us to determine whether the particular form of those
species’ allometric equations was prone to bias, and if so, the potential consequences
of that bias.

To assess the potential for allometric bias for the majority (58%) of species
in our data set—those that used the empirical moist tropical forest equation of
ref. 34—we reanalysed the data provided by ref. 34. The data were from 1,504
harvested trees representing 60 families and 184 genera, with D ranging from 5 cm
to 156 cm; the associated allometric equation relates log(M) to a third-order poly-
nomial of log(D). Because the regression of M on D was fitted on a log–log scale,
this and subsequent equations include a correction of exp[(RSE)2/2] for the error
in back-transformation, where RSE is the residual standard error from the statist-
ical model44. Residuals of M for the equation revealed no evident biases (Extended
Data Fig. 4a), suggesting that we should expect little (if any) systematic size-related
biases in our estimates of G for the 58% of our species that used this equation.

Our simplest form of allometric equation—applied to 22% of our species—was
log(M) 5 a 1 blog(D), where a and b are taxon-specific constants. For nine of our
species that used equations of this form (all from the temperate western USA:
Abies amabilis, A. concolor, A. procera, Pinus lambertiana, Pinus ponderosa, Picea
sitchensis, Pseudotsuga menziesii, Tsuga heterophylla and T. mertensiana) we had
values of both D and M for a total of 1,358 individual trees, allowing us to fit
species-specific allometric equations of the form log(M) 5 a 1 blog(D) and then
assess them for bias. Residual plots showed a tendency to overestimate M for the
largest trees (Extended Data Fig. 4b), with the possible consequence of inflating
estimates of G for the largest relative to the smallest trees of these species.

To determine whether this bias was likely to alter our qualitative conclusion that
G increases with tree size, we created a new set of allometric relations between D
and M —one for each of the nine species—using the same piecewise linear regres-
sion approach we used to model G as a function of M. However, because our goal
was to eliminate bias rather than seek the most parsimonious model, we fixed the
number of bins at four, with the locations of boundaries between the bins being
fitted by the model. Our new allometry using piecewise regressions led to predic-
tions of M with no apparent bias relative to D (Extended Data Fig. 4c). This new,
unbiased allometry gave the same qualitative results as our original, simple allometry

regarding the relationship between G and M: for all nine species, G increased in the
bin containing the largest trees, regardless of the allometry used (Extended Data
Fig. 5). We conclude that any bias associated with the minority of our species that
used the simple allometric equation form was unlikely to affect our broad conclu-
sion that G increases with tree size in a majority of tree species.

As a final assessment, we compared our results to those of a recent study of
E. regnans and S. sempervirens, in which M and G had been calculated from inten-
sive measurements of aboveground portions of trees without the use of standard
allometric equations7. Specifically, in two consecutive years 36 trees of different
sizes and ages were climbed, trunk diameters were systematically measured at several
heights, branch diameters and lengths were measured (with subsets of foliage and
branches destructively sampled to determine mass relationships), wood densities
were determined and ring widths from increment cores were used to supplement
measured diameter growth increments. The authors used these measurements to
calculate M for each of the trees in each of the two consecutive years, and G as the
difference in M between the two years7. E. regnans and S. sempervirens are the
world’s tallest angiosperm and gymnosperm species, respectively, so the data set
was dominated by exceptionally large trees; most had M $ 20 Mg, and M of some
individuals exceeded that of the most massive trees in our own data set (which
lacked E. regnans and S. sempervirens). We therefore compared E. regnans and
S. sempervirens to the 58 species in our data set that had at least one individual
with M $ 20 Mg. Sample sizes for E. regnans and S. sempervirens—15 and 21 trees,
respectively—fell below our required $40 trees for fitting piecewise linear regres-
sions, so we simply plotted data points for individual E. regnans and S. sempervirens
along with the piecewise regressions that we had already fitted for our 58 compar-
ison species (Fig. 3).

As reported by ref. 7, G increased with M for both E. regnans and S. sempervirens,
up to and including some of the most massive individual trees on the Earth (Fig. 3).
Within the zone of overlapping M between the two data sets, G values for indi-
vidual E. regnans and S. sempervirens trees fell almost entirely within the ranges of
the piecewise regressions we had fitted for our 58 comparison species. We take
these observations as a further indication that our results, produced using standard
allometric equations, accurately reflect broad relationships between M and G.
Fitting log–log models. To model log(G) as a function of log(M), we used the
binning approach that we used in our primary analysis of mass growth rate (described
earlier). However, in log-transforming growth we dropped trees with G # 0. Because
negative growth rates become more extreme with increasing tree size, dropping
them could introduce a bias towards increasing growth rates. Log-transformation
additionally resulted in skewed growth rate residuals. Dropping trees with G # 0
caused several species to fall below our threshold sample size, reducing the total
number of species analysed to 381 (Extended Data Fig. 2).
Growth in the absence of competition. We obtained published equations for 41
North American and European species, in 46 species-site combinations, relating
species-specific tree diameter growth rates to trunk diameter D and to neighbour-
hood competition45–49. Setting neighbourhood competition to zero gave us equa-
tions describing estimated annual D growth as a function of D in the absence of
competition. Starting at D0 5 10 cm, we sequentially (1) calculated annual D growth
for a tree of size Dt, (2) added this amount to Dt to determine Dt 1 1, (3) used an
appropriate taxon-specific allometric equation to calculate the associated tree
masses Mt and Mt11, and (iv) calculated tree mass growth rate Gt of a tree of mass
Mt in the absence of competition as Mt 1 1 2 Mt. For each of the five species that
had separate growth analyses available from two different sites, we required that
mass growth rate increased continuously with tree size at both sites for the species
to be considered to have a continuously increasing mass growth rate. North American
and European allometries were taken from refs 17 and 50, respectively, with pre-
ference given to allometric equations based on power functions of tree diameter,
large numbers of sampled trees, and trees spanning a broad range of diameters. For
the 47% of European species for which ref. 50 had no equations meeting our
criteria, we used the best-matched (by species or genus) equations from ref. 17.
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Extended Data Figure 1 | Summary of model fits for tree mass growth rates.
Bars show the percentage of species with mass growth rates that increase with
tree mass for each bin; black shading indicates percentage significant at
P # 0.05. Tree masses increase with bin number. a, Species fitted with one bin
(165 species); b, Species fitted with two bins (139 species); c, Species fitted with
three bins (56 species); and d, Species fitted with four bins (43 species).
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Extended Data Figure 2 | Log–log model fits of mass growth rates for 381
tree species, by continent. Trees with growth rates # 0 were dropped from the
analysis, reducing the number of species meeting our threshold sample size
for analysis. a, Africa (33 species); b, Asia (123 species); c, Australasia

(22 species); d, Central and South America (73 species); e, Europe (41 species);
and f, North America (89 species). Trunk diameters are approximate values for
reference, based on the average diameters of trees of a given mass.
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Extended Data Figure 3 | Aboveground mass growth rates for 41 tree
species in the absence of competition. The ‘1’ or ‘2’ symbol preceding each
species code indicates, respectively, species with mass growth rates that
increased continuously with tree size or species with mass growth rates that
declined in the largest trees. Sources of the diameter growth equations used to
calculate mass growth were: a, ref. 45; b, ref. 46; c, ref. 48; d, ref. 47; and e, ref. 49.
ABAM, Abies amabilis; ABBA, Abies balsamea; ABCO, Abies concolor; ABLA,
Abies lasiocarpa; ABMA, Abies magnifica; ACRU, Acer rubrum; ACSA, Acer
saccharum; BEAL, Betula alleghaniensis; BELE, Betula lenta; BEPA, Betula
papyrifera; CADE, Calocedrus decurrens; CASA, Castanea sativa; FAGR, Fagus
grandifolia; FASY, Fagus sylvatica; FRAM, Fraxinus americana; JUTH,

Juniperus thurifera; PIAB, Picea abies; PICO, Pinus contorta; PIHA, Pinus
halepensis; PIHY, Picea hybrid (a complex of Picea glauca, P. sitchensis and
P. engelmannii); PILA, Pinus lambertiana; PINI, Pinus nigra; PIPINA, Pinus
pinaster; PIPINE, Pinus pinea; PIRU, Picea rubens; PIST, Pinus strobus; PISY,
Pinus sylvestris; PIUN, Pinus uncinata; POBA, Populus balsamifera ssp.
trichocarpa; POTR, Populus tremuloides; PRSE, Prunus serotina; QUFA,
Quercus faginea; QUIL, Quercus ilex; QUPE, Quercus petraea; QUPY, Quercus
pyrenaica; QURO, Quercus robar; QURU, Quercus rubra; QUSU, Quercus
suber; THPL, Thuja plicata; TSCA, Tsuga canadensis; and TSHE, Tsuga
heterophylla.
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Extended Data Figure 4 | Residuals of predicted minus observed tree mass.
a, The allometric equation for moist tropical forests34—used for the majority of
tree species—shows no evident systematic bias in predicted aboveground dry
mass, M, relative to trunk diameter (n 5 1,504 trees). b, In contrast, our
simplest form of allometric equation—used for 22% of our species and here
applied to nine temperate species—shows an apparent bias towards
overestimating M for large trees (n 5 1,358 trees). c, New allometries that
we created for the nine temperate species removed the apparent bias in
predicted M.
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Extended Data Figure 5 | Estimated mass growth rates of the nine
temperate species of Extended Data Fig. 4. Growth was estimated using the
simplest form of allometric model [log(M) 5 a 1 blog(D)] (a) and our
allometric models fitted with piecewise linear regression (b). Regardless of the
allometric model form, all nine species show increasing G in the largest trees.

RESEARCH LETTER

Macmillan Publishers Limited. All rights reserved©2014



RESEARCH ARTICLE SUMMARY
◥

CLIMATE CHANGE

Exceeding 1.5°C global warming could trigger
multiple climate tipping points
David I. Armstrong McKay*, Arie Staal, Jesse F. Abrams, Ricarda Winkelmann, Boris Sakschewski,
Sina Loriani, Ingo Fetzer, Sarah E. Cornell, Johan Rockström, Timothy M. Lenton*

INTRODUCTION: Climate tipping points (CTPs)
are a source of growing scientific, policy, and
public concern. They occur when change in
large parts of the climate system—known as
tipping elements—become self-perpetuating
beyond a warming threshold. Triggering CTPs
leads to significant, policy-relevant impacts, in-
cluding substantial sea level rise from collaps-
ing ice sheets, dieback of biodiverse biomes such
as the Amazon rainforest or warm-water corals,
and carbon release from thawing permafrost.
Nine policy-relevant tipping elements and their
CTPs were originally identified by Lenton et al.
(2008). We carry out the first comprehensive
reassessment of all suggested tipping elements,
their CTPs, and the timescales and impacts of
tipping. We also highlight steps to further im-
prove understanding of CTPs, including an ex-
pert elicitation, a model intercomparison project,
and early warning systems leveraging deep learn-
ing and remotely sensed data.

RATIONALE: Since the original identification
of tipping elements there have been substan-
tial advances in scientific understanding from
paleoclimate, observational, and model-based

studies. Additional tipping elements have been
proposed (e.g., parts of the East Antarctic ice
sheet) and the status of others (e.g., Arctic
summer sea ice) has been questioned. Obser-
vations have revealed that parts of the West
Antarctic ice sheet may have already passed
a tipping point. Potential early warning signals
of the Greenland ice sheet, Atlantic Meridional
Overturning Circulation, and Amazon rain-
forest destabilization have been detected.
Multiple abrupt shifts have been found in
climate models. Recent work has suggested
that up to 15 tipping elements are now ac-
tive (Lenton et al., 2019). Hence it is timely
to synthesize this new knowledge to provide
a revised shortlist of potential tipping elements
and their CTP thresholds.

RESULTS: We identify nine global “core” tip-
ping elements which contribute substantially
to Earth system functioning and seven re-
gional “impact” tipping elements which con-
tribute substantially to human welfare or
have great value as unique features of the
Earth system (see figure). Their estimated
CTP thresholds have significant implications

for climate policy: Current global warming of
~1.1°C above pre-industrial already lies within
the lower end of five CTP uncertainty ranges.
Six CTPs become likely (with a further four
possible) within the Paris Agreement range
of 1.5 to <2°C warming, including collapse
of the Greenland andWest Antarctic ice sheets,
die-off of low-latitude coral reefs, and wide-
spread abrupt permafrost thaw. An additional
CTP becomes likely and another three possible
at the ~2.6°C of warming expected under cur-
rent policies.

CONCLUSION: Our assessment provides strong
scientific evidence for urgent action to miti-
gate climate change. We show that even the
Paris Agreement goal of limiting warming
to well below 2°C and preferably 1.5°C is
not safe as 1.5°C and above risks crossing
multiple tipping points. Crossing these CTPs
can generate positive feedbacks that increase
the likelihood of crossing other CTPs. Cur-
rently the world is heading toward ~2 to
3°C of global warming; at best, if all net-
zero pledges and nationally determined con-
tributions are implemented it could reach
just below 2°C. This would lower tipping
point risks somewhat but would still be dan-
gerous as it could trigger multiple climate
tipping points.▪
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The location of climate
tipping elements in
the cryosphere (blue),
biosphere (green), and
ocean/atmosphere
(orange), and global
warming levels at which
their tipping points will
likely be triggered. Pins
are colored according to our
central global warming
threshold estimate being
below 2°C, i.e., within the
Paris Agreement range
(light orange, circles);
between 2 and 4°C,
i.e., accessible with
current policies (orange,
diamonds); and 4°C and
above (red, triangles).
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Johan Rockström1,6, Timothy M. Lenton3*

Climate tipping points occur when change in a part of the climate system becomes self-perpetuating
beyond a warming threshold, leading to substantial Earth system impacts. Synthesizing paleoclimate,
observational, and model-based studies, we provide a revised shortlist of global “core” tipping elements
and regional “impact” tipping elements and their temperature thresholds. Current global warming of
~1.1°C above preindustrial temperatures already lies within the lower end of some tipping point
uncertainty ranges. Several tipping points may be triggered in the Paris Agreement range of 1.5 to <2°C
global warming, with many more likely at the 2 to 3°C of warming expected on current policy trajectories.
This strengthens the evidence base for urgent action to mitigate climate change and to develop
improved tipping point risk assessment, early warning capability, and adaptation strategies.

C
limate tipping points (CTPs) have emerged
as a growing research topic and source
of public concern (1–3). Tipping points
are defined as “a critical threshold at
which a tiny perturbation can qualitatively

alter the state or development of a system” (1).
Several large-scale Earth system components,
termed tipping elements, were identified with
evidence for tipping points that could be trig-
gered by human activities this century. The
initial shortlist constituted Arctic summer sea
ice, the Greenland ice sheet (GrIS), the West
Antarctic ice sheet (WAIS), Atlantic Meridional
Overturning Circulation (now AMOC, previ-
ously THC), the El Niño Southern Oscillation,
the Indian Summer monsoon, the Sahara/
Sahel andWest AfricanMonsoon, the Amazon
rainforest (AMAZ), and boreal forest. A liter-
ature review (1) and corresponding expert
elicitation (4) provided early estimates of the
temperature thresholds and potential inter-
actions of these tipping elements. Subsequent
work showed how recognition of CTPs consid-
erably affects risk analysis and supports mea-
sures to minimize global warming to the Paris
target of 1.5°C (5, 6).
Since these early estimates (1), there have

been considerable advances in our knowledge
of CTPs including observations of nonlinear
changes in the climate system, statistical early
warning methods, paleoclimate evidence, up-

graded Earth system models (ESMs), and im-
proved offline models of particular elements
(e.g., ice sheets and vegetation). Notably, ob-
servations andmodels suggest that parts of the
WAIS may be approaching (7, 8) or have even
passed a tipping point (9, 10). Early warning
indicators have revealedpotential destabilization
of theGrIS, AMOC, and AMAZ (11–13).However,
many ESMs still lack processes important for
resolving potential tipping behavior—e.g., bias
toward AMOC stability (14)—or underestimat-
ing current tropical carbon sink declines (15).
Potential causal interactions among tipping
elements (4) are such that overall tipping of
one element increases the likelihood of tipping
others (16), possibly risking a “tipping cascade”
of impacts that may further amplify global
warming (2, 3). In the worst case scenario, in-
teractions might produce a global CTP (3).
The list of tipping elements has evolved over

time (1–3, 5) (table S1). Different studies have
proposed potential additions including south-
west North America, the Yedoma permafrost
region, the North Atlantic subpolar gyre (17),
low-latitude coral reefs, the East Antarctic Ice
Sheet (EAIS), Arctic winter sea ice (AWSI),
Alpine glaciers (5), the northernpolar jet stream
(3), the Congo rainforest (18), and the Wilkes
and Aurora subglacial basins in East Antarctica
(2). A range of abrupt shifts have been identi-
fied in CMIP5 models (19), some of which are
not in elements on the original shortlist such as
boreal tundra or Antarctic sea ice. Conversely,
arguments have been made that Arctic sum-
mer sea ice (20, 21), El Niño–Southern Oscilla-
tion (ENSO) (22, 23), andmonsoons (24) should
not be classified as CTPs. Numerous temper-
ature threshold estimates have been made
since (1) with some being revised markedly
downward—notably WAIS (2, 25). The recent

the IntergovernmentalPanel onClimateChange
(IPCC) AR6WG1 report identifies up to 15 can-
didates [table 4.10 in (23)] but was not explicit
about their temperature thresholds (23).
Here we reassess the climate tipping ele-

ments based on the substantial literature pub-
lished since (1), focusing on those triggerable
by global warming.We clarify the definition of
tipping elements and points and propose a
new categorization separating global “core”
and regional “impact” tipping elements. We
then provide an updated list and assessment
of the global mean surface temperature (GMST)
range at which each candidate CTP could occur
as well as their timescales and climate impacts.
Finally we combine this information to assess
the likelihood of triggering CTPs at successive
global warming levels.

Defining tipping points and tipping elements

Givenmultiple inconsistent definitions of a CTP
in the literature, we anchor on the technical
definition provided by (1): A tipping point is a
threshold in a (forcing) “control parameter” at
which a small additional perturbation (within
natural variability of ~0.2°C) causes a qualita-
tive change [significantly larger than the stan-
dard deviation of natural variability in (1)] in
the future state of a system [see (1) and SM for
the full definition]. Here, our specific definition
is as follows: Tippingpoints occurwhen change
in part of the climate system becomes (i) self-
perpetuating beyond (ii) a warming threshold
as a result of asymmetry in the relevant feed-
backs, leading to (iii) substantial and wide-
spread Earth system impacts. We now explain
key aspects of this definition in more detail.

Self-perpetuating change

Self-perpetuation mechanisms are critical to
the existence of a tipping point in a system,
beyond which they propel qualitative change
such that even if forcing of the system ceases
the qualitative change usually continues to un-
fold regardless (20). IPCC AR6 sometimes uses
tipping point to refer to a class of abrupt
change in which the subsequent rate of change
is independent of the forcing [1.4.4.3 of (26)],
although this is not part of AR6’s core CTP
definition [4.7.2 of (23)]. Self-perpetuation is
usually due to positive feedback within a sys-
tem attaining sufficient strength to overcome
stabilizing negative feedbacks and (tempo-
rarily) reach a “runaway” condition (in which
an initial change propagating around a feed-
back loop gives rise to an additional change
that is at least as large as the initial change
and so on). Most positive feedbacks never at-
tain this condition and instead simply amplify
the original driver in a constrained way. No-
tably, Arctic summer sea ice loss involves the
positive ice-albedo feedback, but unlike year-
round sea ice loss, that feedback alone is not
strong enough to produce a clear threshold
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beyond which loss would continue even if
global warming stopped (20, 21). Consequently,
we describe such feedbacks as “threshold-free”.

(Ir)reversibility

Tipping points usually lead to irreversible
qualitative change but reversible tipping points
are possible as a special case (1). Many tipping
points result from crossing bifurcation points
or attraction basin boundaries in bistable sys-
tems, with the resulting hysteresis making
tipping effectively irreversible on human time-
scales. However, self-perpetuating change can
also occur across noncatastrophic thresholds
in unistable systems (27) (supplementary text S1).
Other definitions of CTPs are more restrictive
and require irreversibility, for example: “a system
reorganizes… and does not return to the initial
state even if the drivers of the change are abated”
[6.1.1 of (22)]. The IPCC AR6 does not require
irreversibility as this is difficult to prove for long
timescales given model limitations: “A tipping
point is a critical threshold beyond which a
system reorganizes, often abruptly and/or ir-
reversibly” [4.7.2 of (23)]. AR6 uses abruptness
and irreversibility as proxies for tipping dy-
namics but does not specify criteria for system
reorganization and sometimes does not clearly
differentiate which abrupt and/or irreversible
changes are considered tipping points (e.g.,
irreversible ocean temperature change is listed
alongside potential tipping points in table 4.10
of (23) and box 12.1 in table 1 of (28) but has no
clear critical threshold).

Timescale and abruptness

We allow for CTPs (e.g., in ice sheets) in which
the resulting qualitative change is slower than
the anthropogenic forcing causing it—i.e., not
abrupt in the sense defined as faster than the
cause (29). We only require that the transition
to a new state occurs at a rate determined by
the climate (sub)system itself (29). The result-
ing committed (often irreversible) qualitative
changes can unfold over centuries tomillennia
[here we relax the ethical time horizon of (1)
from ~1 thousand years (ky) to ~10 ky], but
crucially they can increase short-term impacts
(e.g., rate of sea level rise). Other authors re-
quire a tipping point to produce abrupt change
(30) thereby excluding events such as ice sheet
collapse. The IPCC defines abrupt change as
“substantially faster than the rate of change
in recent history” in AR6 [1.4.4.3 of (26)], which
could allow for slower changes than anthropo-
genic forcing. However, AR6 also gave a more
restrictive timescale-based definition for abrupt
climate change as taking place over a few de-
cades or less (i.e., as fast as anthropogenic forcing)
and persisting for at least a few decades [4.7.2 of
(23)]. More than a dozen abrupt changes have
been found in CMIP5 model output (19) (table
S2) but such changes could simply be the result
of an abrupt change in forcing without involv-

ingCTPs.Belowweassesswhichabrupt changes
indicate potential tipping elements and which
do not involve self-perpetuating feedback.

Spatial scale

Tipping elements are defined as components
of the Earth system that are at least subcon-
tinental in scale (of the order of 1000 km, i.e.,
~1 M km2) and could pass a tipping point as
a result of actions this century (1). If self-
perpetuating change (and a corresponding tip-
ping point) occurs at a subcontinental scale
then this qualifies as a global core tipping ele-
ment. However, there are many examples of
runaway feedback and associated tipping points
at smaller spatial scales. Where a change in
forcing (e.g., temperature) is fairly uniform
across a large spatial scale, such that a smaller-
scale tipping point is crossed near-synchronously
in many locations that span a subcontinental
scale (e.g., coral bleaching across the Great
Barrier Reef or committed loss of Himalayan
glaciers), then these are considered potential
regional impact tipping elements. However,
where systems exhibit localized tipping points
(1 m to 1 km) at different forcing levels such
that change does not self-perpetuate beyond a
clear shared threshold (e.g., methane hydrates),
these are classed as threshold-free feedbacks
because the accumulated global consequences
of multiple localized tipping events remain
roughly proportional to the forcing.

Impacts

Climate tipping elements in (1) either (i) con-
tribute significantly to the overall mode of op-
eration of the Earth system (such that tipping
them modifies the overall state of the whole
system), (ii) contribute significantly to hu-
man welfare (such that tipping them affects
>~100 million people), or (iii) have great value
in themselves as a unique feature of the Earth
system [expanded from the biosphere used in
(1)]. Global core tipping elements must meet
criterion (i) whereas regional impact tipping
elements must meet criterion (ii) or (iii) but
not (i). Regarding (i), crossing a tipping point
neednot involve feedback to global atmospheric
composition or temperature—self-perpetuating
feedback can exist entirely within a tipping
element (1)—but there is usually causal coupling
to other tipping elements such as through heat,
salt, water, carbon, or momentum fluxes (4).
Often there is feedback to global warming and
where this exceeds ±0.1°C (i.e., natural var-
iability and the triggering perturbation) we
consider this tomeet criterion (i). Thus, near-
synchronous, large-scale crossing of smaller-
scale tipping points can qualify as a global core
tipping element if it changeswarmingby>0.1°C.

The climate tipping elements

Based on current observations, paleorecords,
and model runs subsequent to (1), we draw

up a longlist of proposed climate tipping ele-
ments. Together with expert judgment for each
proposed element, we summarize the evidence
and confidence levels for self-perpetuation,
temperature thresholds, hysteresis or irrevers-
ibility, transition timescales, and global or
regional impacts on climate (Materials and
Methods, table S3, and supplementary text S2).
Based on this evidence and the definitions in
the preceding section, we shortlist global core
and regional impact climate tipping elements
(Table 1 and Fig. 1). Other candidate tipping
elements that we consider uncertain, unlikely,
or that have threshold-free feedbacks are dis-
cussed in the supplementary text along with
differences with past assessments (table S4).

Cryosphere
Arctic sea ice (AWSI/BARI)

An abrupt collapse in AWSI (31) is observed in
some CMIP5 models beyond ~4.5°C (19, 32),
which arises either from asymmetry in ice
formation and loss timescales creating a thresh-
old response or from local positive feedback
cycles. Hence we class AWSI as a global core
tipping element (medium confidence), with a
best estimate threshold of ~6.3°C (4.5 to 8.7°C,
based on CMIP5) (high confidence), timescales
of 20 years (10 to 100 years) (high confidence),
and GMST feedback of ~+0.6°C (high confi-
dence) [~+0.25°C when free of summer ice;
regional ~+0.6 to 1.2°C (low confidence)]. A
subcase is abrupt loss of Barents Sea winter
ice (BARI), which occurs at ~1.6°C in two
CMIP5 models (19), is self-reinforced by an
increased inflow of warm Atlantic waters (33),
and has substantial impacts on atmospheric
circulation, European climate, and potentially
the AMOC (34). We consider BARI a probable
regional impact tipping element (medium con-
fidence) with a threshold of 1.6°C (1.5 to 1.7°C)
(low confidence), a timescale of ~25 years (low
confidence), and regional warming (high con-
fidence). By contrast Arctic summer sea ice
(ASSI)—despite declining rapidly since the
1970s and outpacing previous IPCC projections
since the 1990s—is responding linearly to cu-
mulative emissions (35). This decline is ampli-
fied by the ice-albedo feedback and possibly
feedbacks to cloud cover but damped by neg-
ative heat loss feedbacks (20). CMIP6 models
better capture historical ASSI decline and
project that ice-free Septembers will occur
occasionally above 1.5°C GMST, become com-
mon beyond 2°C, and remain permanent at
~3°C (36). However, the linear modeled and
observed responses suggest that ASSI is un-
likely to feature a tipping point beyond which
loss would self-perpetuate (21, 36). Hence, we
recategorize ASSI as a threshold-free feedback.

Greenland ice sheet (GrIS)

TheGrIS is shrinking at an accelerated rate as a
result of both net surface melt and accelerated
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calving (37, 38) and shows early warning sig-
nals consistent with approaching a tipping
point in west Greenland (11). Both ice sheet
modeling and paleoclimate data indicate that
a GrIS tipping point can occur when themelt-
elevation feedback gets strong enough to sup-
port self-propellingmelt (as an ice sheet surface
loses height, it enters warmer air and thus
melts faster) (1). Different models give a criti-
cal threshold of ~1.6°C (0.8 to 3.2°C) (39),
~1.5°C (40), or 2.7±0.2°C (41). Paleoclimate
andmodel evidence shows that ice only reaches
full coverage below ~0.3 to 0.5°C [~300 parts
per million (ppm) CO2] (39, 42). Hysteresis
allows GrIS to exist above this growth thresh-
old once formed (39) but paleorecords indi-
cate that GrIS partially retreats above this
threshold (42) and likely collapsed during
the long MIS-11 interglacial which was con-
siderably warmer (>1.5°C) (43). A coupled ice
sheet–atmosphere model found no collapse
threshold (44), leading AR6 to state that there
is limited evidence for irreversible GrIS loss
below 3°C (21). However, some irreversible
loss occurs beyond 3.5 m sea level equivalent
(equivalent to ~2 to 2.5°C) (44), indicating self-
perpetuating feedback. GrIS collapse would
shift the Earth system to a unipolar icehouse
state and affect other tipping elements (par-
ticularly the AMOC), hence qualifying as a
global core tipping element (high confidence).
Our best estimates for GrIS include a thresh-
old of ~1.5°C (0.8 to 3°C) (high confidence),
timescales of 10 ky (1 to 15 ky) (medium con-
fidence), and GMST feedback of ~+0.13°C
(regional ~+0.5 to 3°C) (low confidence). The
timescale of ice sheet meltdown gets shorter
the greater the temperature threshold is ex-
ceeded (40), with aminimum of ~1000 years.

West Antarctic ice sheet (WAIS)

Large parts of the WAIS are grounded below
sea level; if the grounding line in these marine
ice sheet basins reaches retrograde slopes, this
may lead to the onset of marine ice sheet
instability (MISI) and crossing of a tipping
point (7, 8, 45). MISI is based on a feedback
between the grounding line retreat and ice flux
across the grounding line as it reaches thicker
ice. This can lead to self-sustaining retreat and
is hypothesized to have driven past collapses of
the WAIS during previous warmer interglacial
periods with high sea levels (21, 46). Some gla-
ciers in the Amundsen Sea Embayment are
already close to this threshold and experienc-
ing substantial grounding line retreat (9). The
grounding line of Thwaites glacier is only
~30 km away from the subglacial ridge and
retreating at ~1 km per year (47); eventual col-
lapsemay already be inevitable (10, 45).Models
support irreversible retreat being underway
for present levels of ocean warming (25, 48)
and suggest that losing Thwaites glacier may
destabilizemuch ofWAIS (7). Under sustained
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Table 1. Table showing our literature-based threshold, timescale, and impact estimates for
the tipping elements we categorize as global core or regional impact. Element acronym colors
indicate Earth system domain (blue, cryosphere; green, biosphere; orange, ocean-atmosphere), and
element name and estimate colors indicate subjective confidence levels (green, high; yellow, medium;
red, low). Bolded element names indicate elements featured in previous climate tipping element
characterizations.

Category
Proposed climate 
tipping element

(and tipping point)

Threshold 
(°C)

Timescale 
(years)

Maximum impact* 
(°C)

Est. Min Max Est. Min Max Global Region

Global 
core GrIS

Greenland Ice 
Sheet

(collapse)
1.5 0.8 3.0 10k 1k 15k 0.13 0.5 to 

3.0

tipping 
elements WAIS

West Antarctic 
Ice Sheet
(collapse)

1.5 1.0 3.0 2k 500 13k 0.05 1.0

LABC

Labrador-
Irminger Seas / 

SPG Convection 
(collapse)

1.8 1.1 3.8 10 5 50 -0.50 -3.0

EASB
East Antarctic 

Subglacial 
Basins (collapse)

3.0 2.0 6.0 2k 500 10k 0.05 ?

AMAZ
Amazon 

Rainforest
(dieback)

3.5 2.0 6.0 100 50 200

Partial:
30 GtC / 

0.1°C
Total:

75 GtC / 
0.2°C

0.4 to 
2.0

PFTP
Boreal 

Permafrost
(collapse)

4.0 3.0 6.0 50 10 300

125-250
GtC /

175-350
GtCe /

0.2-0.4°C

~

AMOC
Atlantic M.O. 

Circulation 
(collapse)

4.0 1.4 8.0 50 15 300 -0.50
-4 to -

10

AWSI
Arctic Winter 

Sea Ice
(collapse)

6.3 4.5 8.7 20 10 100 0.60
0.6 to 

1.2

EAIS
East Antarctic 

Ice Sheet
(collapse)

7.5 5.0 10.0 ? 10k ? 0.60 2.0

Regional 
impact
tipping 
elements

REEF
Low -latitude 
Coral Reefs

(die-off)
1.5 1.0 2.0 10 ~ ~ ~ ~

PFAT
Boreal 

Permafrost
(abrupt thaw)

1.5 1.0 2.3 200 100 300

Abrupt thaw 
adds 50% 
to gradual:
10 GtC/14 

GtCe/
.04°C per 

°C @2100;
25 GtC/35 

GtCe/
.11°C per 

°C @2300

~

BARI Barents Sea Ice
(abrupt loss)

1.6 1.5 1.7 25 ? ? ~ +

GLCR Mountain 
Glaciers (loss) 2.0 1.5 3.0 200 50 1k 0.08 +

SAHL

Sahel and W. 
African 

Monsoon 
(greening)

2.8 2.0 3.5 50 10 500 ~ +

BORF
Boreal Forest

(southern 
dieback)

4.0 1.4 5.0 100 50 ?
+52GtC / net 

-0.18°C
-0.5 
to -2

TUND
Boreal Forest

(northern 
expansion)

4.0 1.5 7.2 100 40 ?
-6 GtC / net 

+0.14°C
0.5-
1.0

*Feedback strength in °C per °C for abrupt permafrost thaw is calculated relative to preindustrial and declines with further
degrees of warming (by ~21% per °C).
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1°C warming one model shows partial WAIS
collapsewithmass loss peaking at ~2°Cwarm-
ing (25). Hence we retainWAIS as a core global
tipping element (high confidence) with a best
estimate threshold of ~1.5°C [1 to 3°C, down
from 3.5 to 5.5°C in (1)] (high confidence),
timescales of 2 ky (500 years to 13 ky) (me-
dium confidence), and GMST feedback of
~+0.05°C (regional ~+1°C) (low confidence).
Higher threshold exceedance reduces the transi-
tion timescale to aminimumof ~500 years (40).

East Antarctic subglacial basins (EASB)

Recent data and models have shown that sev-
eral subglacial basins of the EAIS—particularly
the Wilkes, Aurora, and Recovery Basins—are
also affected by MISI (21, 25, 49–51). These
basins may also be subject to marine ice cliff
instability in which the collapse of floating ice
shelves creates unstable ice cliffs at themarine

edge of the ice sheet which can retreat faster,
but the importance of this process is disputed
(49, 51). One model indicates that Wilkes
collapse may be committed by 3 to 4°C (25).
Paleoclimate evidence for a higher mid-
Pliocene sea level (+5 to 25 m) indicates that
parts of the EASB (together with the GrIS
and WAIS) were likely absent when the world
was ~2.5 to 4°C warmer (21, 42, 52). By con-
trast sea levels of +6 to 13 m at 1.1 to 2.1°C in
MIS-11 do not require substantial EASB con-
tribution (assuming WAIS and GrIS were
lost) (50). Hencewe class EASB as a core global
tipping element (high confidence) with best
estimates for a tipping threshold of 3°C (2 to
6°C) (medium confidence), timescales of 2 ky
(500 y to 10 ky) (medium confidence), and an
uncertain GMST feedback provisionally as-
sumed to be similar to WAIS (i.e., ~+0.05°C)
(low confidence).

East Antarctic ice sheet (EAIS)
The land-grounded bulk of the EAIS is the
world’s largest ice sheet, containing the equiv-
alent of ~50 m of sea level potential (25).
Paleorecords indicate that growth occurred
once atmospheric CO2 fell below ~650 to
1000 ppm (~6 to 9°C) (42). Modeled ice sheets
often exhibit alternative ice-covered or ice-free
stable states for a range of global boundary
conditions (53). As a result of this hysteresis
the EAIS is expected to remain stable at CO2

levels well beyond 650 ppm, helping it to
survive through the warm mid-Miocene Cli-
matic Optimum~16Mya (~2 to 4°C) (42). How-
ever, long-term stabilization at >1000 ppm
CO2 and ~8 to 10°C warming could cause total
disintegration (25). Once past this threshold,
self-perpetuating feedbacks amplify ice loss
(39). The loss of EAIS would have global ef-
fects and hence is categorized as a global core
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Fig. 1. Maps showing the global core (A) and regional impact (B) climate tipping elements identified in this study. Blue, green, and orange areas represent cryosphere,
biosphere, and ocean-atmosphere elements, respectively.
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tipping element (medium confidence). Al-
though unlikely, under high emissions [e.g.,
Representative Concentration Pathway (RCP)
8.5] and high climate sensitivity it might con-
ceivably be committed to during this century
or thereafter. Our best estimates for the EAIS
are a tipping threshold of ~7.5°C (5 to 10°C)
(medium confidence), timescales of >10 ky
(medium confidence), and GMST feedback of
~+0.6°C (regional ~+2°C) (low confidence).

Boreal permafrost (PFTP/PFAT)

Permanently frozen soils and sediments in
boreal regions contain ~1035 gigatonnes of car-
bon (GtC) that can be partly released as CO2

and methane upon thawing (54). Although
initially lacking evidence for a synchronous
large-scale threshold (1), subsequent assess-
ments recognized that part(s) of the perma-
frost could be considered a tipping element
(3, 17). Here we separate permafrost into three
components with different dynamics: gradual
thaw [PFGT; a threshold-free feedback (high
confidence)] (54–56) (see SM); abrupt thaw
[PFAT; a regional impact tipping element
(medium confidence)], and collapse [PFTP: a
global core tipping element (low confidence)].
Abrupt thaw processes (PFAT) such as slope
slumping and thermokarst lake formation
(54) could increase emissions by 50 to 100%
relative to gradual thaw (57), involve localized
tipping dynamics (e.g., continued thaw sub-
sidence after initiation) and could occur near-
synchronously on a subcontinental scale. Our
best estimates for PFAT include a tipping
threshold of 1.5°C (1 to 2.3°C) (medium con-
fidence), a timescale of 200 years (100 to
300<years) (medium confidence), and an
additional ~50% emissions beyond gradual
thaw (~10 to 25 GtC per °C) (medium confi-
dence). Finally, abrupt permafrost drying at
~4°C (58) and/or sufficiently rapid regional
warming (>9°C) corresponding to ~5°C glob-
ally (17, 59) could act as a trigger for permafrost
collapse (PFTP) driven by internal heat pro-
duction in carbon-rich permafrost—“the com-
post bomb” instability (60, 61). The Yedoma
deep ice- and carbon-rich permafrost (con-
taining ~115 GtC in Yedoma deposits, ~400GtC
across the Yedoma domain) is particularly vul-
nerable as fast thaw processes can expose pre-
viously isolated deep deposits (54, 59). This
and other carbon-rich regions vulnerable to
abrupt drying at >4°C (58) could have consid-
erable feedback to global temperatures. Our
best estimates for PFTP include a threshold of
4°C (3 to 6°C) (low confidence), a timescale of
50 years (10 to 300 years) (mediumconfidence),
and emissions on the order of ~125 to 250 GtC
(DGMST ~+0.2 to 0.4°C) (low confidence).

Mountain glaciers (GLCR)

Alpine glaciers outside Greenland andAntarctica
have individual mass balance thresholds and

elevation feedbacks yet large-scale synchronous
losses are projected in several key regions at
specific global warming levels. In transient
simulations, peak water from European gla-
cier melt is expected at ~1°C (62) with near-
total loss expected to be committed at ~2°C
(20). Global peak water occurs at ~2°C but
committed eventual loss is expected at lower
temperatures (63). Long model integrations
show that global warming of 1.5 to 2°C is
sufficient to lead to the eventual loss of most
extra-polar glaciers (and possibly even polar
glaciers) (40, 64). RCP4.5 (>2°C by 2100) puts
most lower-latitude glaciers on a path to sig-
nificant losses beyond 2100 (21). Glaciers in
HighMountainAsia last longer than elsewhere
but reach peak water at ~2°C with significant
social impacts for South Asia (62). Given the
considerable human impacts of glacier loss (63)
we categorize mountain glaciers as a regional
impact tipping element (medium confidence).
Our best estimate includes a threshold of ~2°C
(1.5 to 3°C) (medium confidence), a timescale
of 200 years (50 years to 1 ky) (medium confi-
dence), and GMST feedback of ~+0.08°C (re-
gionally greater) (low confidence).
SouthernOcean sea ice features abrupt events

in some climate models (19) but because of un-
certain dynamics and low confidence in pro-
jections it is classed as an uncertain tipping
element (see SM). Marine methane hydrates
are classed as a threshold-free feedback and
Tibetan plateau snow is classed as uncertain
(see SM).

Ocean-Atmosphere (circulation)
North Atlantic subpolar gyre / Labrador-
Irminger Sea convection (LABC)

Convection in the Labrador and Irminger Seas
in the North Atlantic—part of the subpolar
gyre (SPG)—abruptly collapses in somemodels
as a result of warming-induced stratification,
a state which is then maintained by self-
reinforcing convection feedbacks (19, 65) giving
two alternative stable states with or without
deep convection. Abrupt future SPG collapse
occurs in nine runs across five CMIP5 models
at 1.1 to 2.0°C, in one additional model run at
3.8°C (19, 65), and in four CMIP6 models in
the 2040s (~1 to 2°C) (66). In some models
SPG collapse affects AMOC strength but SPG
and AMOC have distinct feedback dynamics
and patterns of impacts, and SPG collapse can
occur much faster than AMOC collapse. The
North Atlantic cooling trend (i.e., the “warm-
ing hole”) is centered over the SPG and in
models is often closely linked to SPG weaken-
ing (65, 66), although others have associated
it with AMOC slowdown (67). SPG collapse
causes a concentrated North Atlantic regional
cooling of ~2 to 3°C, potential global cooling of
up to ~0.5°C, a northward-shifted jet stream,
weather extremes in Europe, and southward
shift of the intertropical convergence zone

(ITCZ) (65, 66). Given clear tipping dynamics
and global impact we class SPG as a global
core tipping element (mediumconfidence),with
a best estimate threshold of ~1.8°C (1.1 to 3.8°C)
(high confidence), a timescale of 10 years (5 to
50 years) (high confidence), and GMST feed-
back of ~0.5°C (regional ~−3°C) (low confidence).

Atlantic meridional overturning circulation
(AMOC)

The AMOC is self-sustaining due to salt-
advection feedback (northward movement
of warmwater increases its density as a result
of cooling and evaporation supporting the
deep convection that drives the circulation).
Import of salt at the southern boundary of
the Atlantic also supports alternative strong
and weak AMOC stable states with multiple
abrupt switches between them observed in
the past (68). Global warming increases Arctic
precipitation, freshwater runoff fromGreenland,
and sea surface temperatures, which together
slow down the AMOC by inhibiting deep con-
vection. The AMOC is inferred from some
reconstructions to have weakened by ~15%
over the past ~50 years (67) and early warning
signals in indirect AMOC footprints are con-
sistent with the current AMOC “strong” state
losing stability (12). However, the IPCC gives
low confidence on historical AMOC trends
(21). The Special Report on the Ocean and
Cryosphere in a Changing Climate (SROCC)
(22) assessed AMOC collapse occurring during
the 21st century to be very unlikely but phys-
ically plausible; however, this was increased
to unlikely (medium confidence) in AR6 (21).
AMOC collapse is triggered in three runs of
one CMIP5 model at 1.4 to 1.9°C and in two
runs of an additional model at 2.2 to 2.5°C
(19, 65) in contrast to gradual declines in other
CMIP5 and CMIP6models (21). However, AR6
assessed CMIP models as generally tending
toward “unrealistic stability” with respect to
observational constraints (14, 21). They also
neglect meltwater forcing from rapid GrIS
melt (21, 69). Both factors make the AMOC
more vulnerable to collapse. AMOC collapse
would have global impacts on temperature
and precipitation patterns including North
Atlantic cooling, Southern Hemisphere warm-
ing, southward-shifted ITCZ, monsoonweaken-
ing in Africa and Asia, monsoon strengthening
in the Southern Hemisphere leading to drying
in the Sahel and parts of Amazonia, and re-
duced natural carbon sinks (70–73). Hence
AMOC is retained as a core global tipping
element (medium confidence) with a best
estimate threshold of ~4°C [1.4 to 8°C versus
3.5 to 5.5°C in (1)] (low confidence), time-
scales of ~50 years (15 to 300 years) (medium
confidence), and a GMST feedback of −0.5°C
(low confidence) [regional −4 to −10°C, high-
ly heterogeneous global pattern (medium
confidence)].

Armstrong McKay et al., Science 377, eabn7950 (2022) 9 September 2022 5 of 10

RESEARCH | RESEARCH ARTICLE
D

ow
nloaded from

 https://w
w

w
.science.org at C

ardiff U
niversity on Septem

ber 08, 2022



The Indian summer monsoon (and other
monsoon systems) have been reclassified as
uncertain climate tipping elements because
of a lack of evidence for a warming-related
threshold behavior. Equatorial stratocumulus
cloud breakup and Indian Ocean upwelling
are uncertain as a result of limited evidence.
Global ocean anoxia is uncertain because the
global warming level required for weathering-
induced anoxia is unclear. ENSO is reclassified
as an unlikely tipping element as it lacks a
clear self-perpetuation threshold. Arctic ozone
hole expansion is reclassified as unlikely as it
is now improbable that it would be triggerable
as a result of climate change. The Northern
Polar Jet stream is classed unlikely because
instability as a result of climate change re-
mains uncertain and no threshold has been
proposed. (All of the above elements are dis-
cussed in more detail in the supplementary
materials.)

Biosphere
Amazon rainforest (AMAZ)

TheAmazon forest biome stores ~150 to 200GtC
(3, 74, 75) and historically has been a im-
portant sink for human CO2 emissions (15).
However, in intact forests this sink has de-
clined since the 1990s (15) and ~17% of the
Amazon forest has been lost to deforestation
since the 1970s, a rate that has accelerated
since 2019 (75). A combination of a climate
change-induced drying trend, unprecedented
droughts, and anthropogenic degradation in
the south and east has led to the biome as a
whole becoming a net carbon source (74). It
has also lost resilience across ~76% of its area
(13). Rainfall is projected to further decline
and the dry season is expected to lengthen in
southern and eastern areas of the forest in
response to further warming, likely worsen-
ing this trend (75). The Amazon forest re-
cycles around a third of the Amazon basin’s
rainfall on average (76) and up to ~70% in
parts of the basin (77), particularly during the
critical dry season as the forest maintains
transpiration fluxes (76). This and localized
fire feedbacks mean that ~40% of the Amazon
forest is estimated to currently be in a bistable
state, increasing to ~66% on an RCP8.5 tra-
jectory (18, 77), and rainforest loss could ini-
tiate self-reinforcing drying that tips this
portion into a degraded or savanna-like state.
Widespread Amazon dieback was originally
projected at either 3 to 4°C of warming or
~40% deforestation (78) but uncertain syner-
gistic interactionmight lower the deforestation
threshold to only ~20 to 25% (79). More recent
ESMs tend not to simulate climate-induced
Amazon dieback and emergent constraints
indicate lower rainforest sensitivity to warm-
ing (80). However, two CMIP5models exhibit
dieback at 2.5 and 6.2°C (19). Additionally,
CMIP5 ESMs underestimate observed tree

mortality (15) and likely overestimate CO2

fertilization (81), potentially making these
models undersensitive to dieback. Given the
size of the region affected by even partial
dieback and its global impacts we categorize
the Amazon forest as a global core tipping
element (medium confidence). Our best esti-
mates for AMAZ are a threshold of ~3.5°C
(2 to 6°C) independent of deforestation (likely
lower with deforestation) (low confidence),
timescales of 100 years (50 to 200 years) (low
confidence), and partial dieback of 40% (i.e.,
current bistable area) leading to emissions of
~30 GtC along with biogeophysical feedbacks
(see SM) to a GMST feedback of ~+0.1° (re-
gional +0.4 to 2°C) (medium confidence).

Boreal forest (BORF/TUND)

The boreal forest (or taiga) encircling the Arctic
region features multiple stable states of tree
cover as a result of feedbacks including albedo
and fire (82, 83). We classify it as a regional
impact tipping element with two potential
CTPs associated with abrupt dieback at its
southern edge (BORF) (medium confidence)
and abrupt expansion at its northern edge
(tundra greening) (TUND) (medium confi-
dence). Warming is projected to destabilize
the southern edge, where factors such as hy-
drological changes, increased fire frequency,
and bark beetle outbreaks can lead to self-
reinforcing feedbacks driving regionally syn-
chronized forest dieback (on the order of
100 km) to a grass-dominated steppe or prairie
state (83). Models project that regime shifts
may start in this area at ~1.5°C and become
widespread by >3.5°C (84, 85). Dieback may
also be rate-dependent (85). Our best esti-
mates for BORF is a threshold of ~4°C (1.4 to
5°C) (low confidence), timescales of 100 years
(50+ years) (low confidence), andpartial (~50%)
dieback leading to emissions of ~52 GtC,
which—alongwith countervailing biogeophys-
ical feedbacks such as increased albedo and
reduced evapotranspiration—leads to a net
GMST feedback of ~−0.18°C (medium confi-
dence) [regional ~−0.5 to 2°C (low confidence)].
Northward expansion of the forest into the
current tundra biome may also feature self-
perpetuation dynamics (e.g., by causing fur-
ther local warming through albedo feedback).
Models suggest that regime shifts may begin
in this northern area at ~1.5°C and become
widespread by ~3.5°C (84), with abrupt high
latitude forest expansion occurring in one
CMIP5 model at 7.2°C (19). For TUND our
best estimates are for a threshold at ~4°C (1.5 to
7.2°C) (low confidence), timescales of 100 years
(40+ years) (low confidence), andpartial (~50%)
uptake of ~6 GtC which along with counter-
vailing biogeophysical feedbacks (decreased
albedo, increased evapotranspiration) leads
to a net GMST feedback of +0.14°C per °C
(regional ~+0.5 to 1°C) (low confidence).

Sahel vegetation and the West African
monsoon (SAHL)
Paleoevidence indicates multiple abrupt shifts
into and out of African Humid Periods with
associated greening of the Sahara in response
to gradual changes in orbital forcing (86).
AMOCweakening and associated warming of
the Equatorial East Atlantic also caused past
collapses of theWest Africanmonsoon (WAM)
(70, 86, 87). Dust aerosol-rainfall positive feed-
backs amplify change alongsidewell-established
vegetation-rainfall positive feedbacks but many
models still underestimate self-amplifying feed-
backs and cannot reproduce the extent of past
rainfall and vegetation changes (86). By con-
trast, a model optimized against present ob-
servations and mid-Holocene reconstructions
recently reproduced abrupt transitions in
Saharan vegetation with potential tipping
dynamics (88). In future projections with
GHG forcing, global (CMIP5 and CMIP6)
and some regional Coordinated Regional Cli-
mate Downscaling Experiment (CORDEX) cli-
mate models tend to predict strengthening of
the WAM and wetting and northward expan-
sion of the central and eastern Sahel (as well as
drying in coastal west Africa) (23, 70, 89–91),
which tend to green the Sahel (86). Abrupt
increases in vegetation in the Eastern Sahel
occur in three ESM runs at 2.1 to 3.5°C (19).
In other global models more gradual WAM
strengthening and vegetation shifts are pre-
dicted but in some regional climate models
the WAM instead collapses (89). Clearly the
existence of a future tipping threshold for the
WAM and Sahel remains uncertain as does its
sign but given multiple past abrupt shifts,
known weaknesses in current models, and
huge regional impacts but modest global cli-
mate feedback, we retain the Sahel/WAM as
a potential regional impact tipping element
(low confidence). We adopt the scenario of
abrupt wetting and greening with a thresh-
old of ~2.8°C (2 to 3.5°C) (low confidence),
a timescale of 50 years (10 to 500 years)
(low confidence), and uncertain Earth sys-
tem impacts (regional warming) (medium
confidence).

Low-latitude coral reefs (REEF)

Tropical and subtropical coral reefs are threat-
ened by anthropogenic pressures including
overfishing, direct damage, sedimentation,
ocean acidification, and global warming (92).
When water temperatures exceed a certain
threshold coral irreversibly expel their sym-
biotic algae resulting in coral bleaching, thereby
triggering coral death (93). Ocean acidification
worsens warming-induced degradation. Coral
collapse would remove one of the Earth’s most
biodiverse ecosystems, affecting the wider
marine food web, ocean nutrient and carbon
cycling, and livelihoods of millions of people
worldwide (92). Although coral bleaching is a
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localized process synchronous bleaching can
occur at the ~1000 km scale (as seen for the
Great Barrier Reef), and further warming is
expected to cause widespread bleaching (93).
Adaptationmay be possible with slower warm-
ing rates (92) but the IPCC has projected 70 to
90% tropical and subtropical coral reef loss at
1.5°C with near total loss by 2°C (90). Given
regionally synchronized tipping dynamics with
significant human but indirect climate impacts,
we categorize warm-water coral reefs as a re-
gional impact tipping element (high confidence).
Our best estimates are for a threshold of ~1.5°C
(1 to 2°C) (high confidence), timescales of
~10 years (medium confidence), and negligible
GMST feedback (high confidence). Beyond the
biosphere elements listed, the ocean biological
pump and land/ocean carbon sink are unlikely
to be tipping elements although they may fea-
ture nonlinearities (see SM).

Implications for climate policy and preventing
dangerous levels of global warming

Figure 2A summarizes our temperature thresh-
old estimates for each tipping element making
the shortlists (others are summarized in the
supplementary text). Here we define crossing a
CTP as “possible” beyond its minimum temper-
ature threshold and “likely” beyond its central
estimate.
This revised assessment of CTPs has signif-

icant implications for climate policy by deter-
mining levels of global warming that prevent
tipping to either committed changes in Earth
system function or major damage to future
societies. A riskminimization approach such as
this seeks to avoid minimum estimated thresh-
olds but this no longer appears possible for
some tipping elements.
Current warming is ~1.1°C above preindus-

trial and even with rapid emission cuts warm-
ing will reach ~1.5°C by the 2030s (23). We
cannot rule out that WAIS and GrIS tipping
points have already been passed (see above)
and several other tipping elements have mini-
mum threshold values within the 1.1 to 1.5°C
range. Our best estimate thresholds for GrIS,
WAIS, REEF, and abrupt permafrost thaw
(PFAT) are ~1.5°C althoughWAIS and GrIS
collapse may still be avoidable if GMST re-
turns below 1.5°C within an uncertain over-
shoot time (likely decades) (94). Setting aside
achievability (and recognizing internal climate
variability of ~±0.1°C), this suggests that ~1°C
is a level of global warming thatminimizes the
likelihood of crossing CTPs. This is consistent
with the <0.5 to 1°C range of Holocene tem-
perature variability whereas past interglacials
≤1.5 to 2°C had up to 10 to 13 m higher sea
level (21, 95).
The chance of triggering CTPs is already

non-negligible and will grow even with strin-
gent climate mitigation (SSP1-1.9 in Fig. 2, B
andC). Nevertheless, achieving the Paris Agree-

ment’s aim to pursue efforts to limit warming
to 1.5°C would clearly be safer than keeping
global warming below 2°C (90) (Fig. 2). Going
from 1.5 to 2°C increases the likelihood of
committing to WAIS and GrIS collapse near
completewarm-water coral die-off, and abrupt
permafrost thaw; further, the best estimate
threshold for LABC collapse is crossed. The
likelihood of triggering AMOC collapse, Boreal
forest shifts, and extra-polar glacier loss be-
comes non-negligible at >1.5°C and glacier loss
becomes likely by ~2°C. A cluster of abrupt
shifts occur in ESMs at 1.5 to 2°C (19). Although
not tipping elements, ASSI loss could become
regular by 2°C, gradual permafrost thawwould
likely become widespread beyond 1.5°C, and
land carbon sink weakening would become
significant by 2°C.
Recent net zero targets if implemented could

limit peak warming to ~1.95°C (1.3 to 3°C), but
as of November 2021 current policies are esti-
mated to result in ~2.6 °C (1.9 °C to 3.7 °C) by
2100 (96). Therefore 2 to 3°C by 2100 is cur-
rently likely with matching of pledges with
policies key to determining where warming
ends up in this range. Going from 2 to 3°C,
maximum estimated thresholds for abrupt
permafrost thaw, GrIS,WAIS, and extra-polar
glaciers are passed, suggesting that tipping
themwould become very likely. The likelihood
of triggering EASB collapse, Amazon die-
back, and West African monsoon shift (Sahel
greening) becomes non-negligible at ~2°C
and increases at ~3°C. Subpolar gyre collapse,
boreal forest dieback, and AMOC collapse
also become more likely. Although not tip-
ping elements, above 2°C the Arctic would
very likely become summer ice–free and land
carbon sink-to-source transitions would be-
come widespread.
If the moderate ambition of current policies

is not improved and climate sensitivity or car-
bon cycle feedbacks turn out to be higher than
themedian assumption thenwarming of up to
~4°C is possible by 2100, and >4°C cannot be
ruled out if future policy ambition declines
and/or implementation falters. Going from
3 to 5°C, EASB collapse becomes very likely,
Amazon dieback becomes likely >3.5°C, boreal
forest shifts likely >4°C, and large-scale
permafrost collapse becomes possible at >3°C
and likely >4°C. AMOC collapse may become
likely >4°C but with high uncertainty (1.4 to
8°C range) and AWSI collapse becomes pos-
sible >4.5°C. Warming of >5°C, although very
unlikely this century, becomes plausible in the
longer-term under higher climate sensitivities
with current or reversed policies. This risks
EAIS collapse and a commitment of ~55m of
sea level rise if warming stabilizes >5°C for
multiple centuries. Other tipping elements, if
not already triggered—e.g., Amazon dieback,
widespread Permafrost collapse—would very
likely be committed and AMOC collapse and

AWSI collapse would become increasingly
likely. Equatorial stratocumulus cloud breakup
occurs in one model beyond ~6°C (97) and if
plausible would represent a global CTP to a
“hothouse” climate state (3).

Discussion

Tipping elements and their tipping points
were treated independently in this assessment
but there are multiple causal interactions be-
tween them with risks of triggering cascades
among CTPs (2, 4, 16), somemediated through
temperature. The strength and in some cases
even the sign of identified interactions is un-
certain (4). Nevertheless, their combined effect
tends to lower CTP temperature thresholds
(6, 16). The present assessment would likely
amplify this effect, further strengthening the
incentive for ambitious mitigation.
Some of the threshold and impact estimates

are highly uncertain (e.g., AMOC, BORF/TUND,
AMAZ, SAHL, PFTP) as are the transition
timescales of many elements. Some proposed
elements remain too uncertain to categorize
(e.g., EQSC, ANOX, INSM, AABW, Congo rain-
forest), and others considered unlikely to fea-
ture tipping dynamics (e.g., ENSO, JETS)
cannot yet be fully ruled out (see SM). Other
tipping elements may yet be discovered. It
may be possible to safely overshoot CTPs in
slower elements such as ice sheets (94) but
the allowable overshoot times need further
research. Spatial pattern formation might al-
low some biosphere elements to evade direct
tipping (98) but this needs to be assessed.
To further our understanding of the like-

lihood of crossing CTPs an updated expert
elicitation [building on (4)] is overdue. A
horizon-scanning exercise and systematic
scanning of CMIP6 model output [following
(19)] and a tipping point model intercom-
parison project could help identify more can-
didate tipping elements and refine assessment
of their likelihood. Further model improve-
ments and model-data intercomparison are
essential. Early warning methods are starting
to reveal whether tipping elements are desta-
bilizing for parts of GrIS (11), AMOC (12), and
the Amazon (13), and can reveal proximity to a
CTP (11). These could be augmented with deep
learning techniques (99). Systematic applica-
tion to observational and remotely sensed data
together with targeted new observing systems
could begin to provide a CTP early warning
system (100).

Conclusion

The UNFCCC stipulates that all countries
commit to avoid dangerous climate change,
translated through the Paris climate agree-
ment into keeping GMST well below 2°C and
aiming for 1.5°C. Our assessment of climate
tipping elements and their tipping points
suggests that danger may be approached
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even earlier. The Earth may have left a safe
climate state beyond 1°C global warming.
A significant likelihood of passing multiple
climate tipping points exists above ~1.5°C,
particularly inmajor ice sheets. Tipping point
likelihood increases further in the Paris range
of 1.5 to <2°C warming. Current policies lead-
ing to ~2 to 3°C warming are unsafe because
they would likely trigger multiple climate
tipping points. Our updated assessment of
climate tipping points provides strong scientific
support for the Paris Agreement and associated
efforts to limit global warming to 1.5°C.

Materials and Methods

We mined the literature subsequent to (1),
including studies of paleoclimate change,
observed change, early warning signals, fu-
ture model projections, underlying theory, and
existing assessments, to draw up a longlist of
possible candidate tipping elements (table S3).
For eachwe extracted information on evidence
for self-perpetuation, temperature thresholds,

hysteresis/irreversibility, transition timescales,
and global/regional impacts on climate, on
which we then use subjective expert judgment
to determine our best estimates. From this
evidence (or lack of it) we drew up shortlists
(Table 1) of ‘core’ global tipping elements and
regional ‘impact’ tipping elements (Fig. 1), for
whichwe summarize the rationale in themain
text and supplementary text S2 and S3. Can-
didates that didnotmake the shortlists (table S3)
are classed as: (a) ‘uncertain’ tipping elements—
due to limited evidence for self-perpetuating
feedback and threshold behavior; (b) ‘unlikely’
tipping elements—possessing only localized
tipping or nonfeedback response to climate
change; and (c) ‘threshold-free feedbacks’—
where positive feedbacks exist but are not
strong enough to self-perpetuate. Different
parts or phenomena of some systems—notably
permafrost—are assigned to different cate-
gories. We give (very low, low, medium, high,
very high) confidence levels based on the
IPCC’s confidence rating system (as a product

of the authors’ judgements of both the ro-
bustness and the degree of agreement of the
assessed literature) (101) for the estimates of
central, minimum, and maximum temper-
ature thresholds, timescales of transition, and
global and local impacts on climate (supple-
mentary text S2). We define crossing a CTP as
‘possible’ beyond its minimum temperature
threshold and ‘likely’ beyond its best estimate.
Differences with past lists of tipping elements
are described in table S4.
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Fig. 2. Our global warming threshold estimates for global core and regional
impact climate tipping elements. Tipping elements (A) relative to IPCC SSP
projections and likely future scenarios given current policies and targets (B) and
how many thresholds may be crossed per Shared Socioeconomic Pathways
(SSP) projection (C). Bars in (A) show the minimum (base, yellow), central
(line, red), and maximum (top, dark red) threshold estimates for each element
(bold font, global core; regular font, regional impact), with a paleorecord of
GMST over the past ~25 ky (95) and projections of future climate change

(green, SSP1-1.9; yellow, SSP1-2.6; orange, SSP2-4.5; red, SSP3-7.0; purple,
SSP5-8.5) from IPCC AR6 (23) shown for context. Future projections are shown
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trajectory in (C) is shown per decade (bars) and cumulatively (lines).
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The term ‘‘tipping point’’ commonly refers to a critical threshold at which a tiny perturbation can qualitatively alter the state or
development of a system. Here we introduce the term ‘‘tipping element’’ to describe large-scale components of the Earth system that
may pass a tipping point. We critically evaluate potential policy-relevant tipping elements in the climate system under anthropogenic
forcing, drawing on the pertinent literature and a recent international workshop to compile a short list, and we assess where their tipping
points lie. An expert elicitation is used to help rank their sensitivity to global warming and the uncertainty about the underlying physical
mechanisms. Then we explain how, in principle, early warning systems could be established to detect the proximity of some tipping points.

Earth system � tipping points � climate change � large-scale impacts � climate policy

H
uman activities may have the potential to push com-
ponents of the Earth system past critical states into
qualitatively different modes of operation, implying
large-scale impacts on human and ecological systems.

Examples that have received recent attention include the po-
tential collapse of the Atlantic thermohaline circulation (THC)
(1), dieback of the Amazon rainforest (2), and decay of the
Greenland ice sheet (3). Such phenomena have been described
as ‘‘tipping points’’ following the popular notion that, at a
particular moment in time, a small change can have large,
long-term consequences for a system, i.e., ‘‘little things can make
a big difference’’ (4).

In discussions of global change, the term tipping point has
been used to describe a variety of phenomena, including the
appearance of a positive feedback, reversible phase transitions,
phase transitions with hysteresis effects, and bifurcations where
the transition is smooth but the future path of the system
depends on the noise at a critical point. We offer a formal
definition, introducing the term ‘‘tipping element’’ to describe
subsystems of the Earth system that are at least subcontinental
in scale and can be switched—under certain circumstances—
into a qualitatively different state by small perturbations. The
tipping point is the corresponding critical point—in forcing and
a feature of the system—at which the future state of the system
is qualitatively altered.

Many of the systems we consider do not yet have convincingly
established tipping points. Nevertheless, increasing political
demand to define and justify binding temperature targets, as well
as wider societal interest in nonlinear climate changes, makes it
timely to review potential tipping elements in the climate system
under anthropogenic forcing (5) (Fig. 1). To this end, we
organized a workshop entitled ‘‘Tipping Points in the Earth
System’’ at the British Embassy, Berlin, which brought together
36 leading experts, and we conducted an expert elicitation that
involved 52 members of the international scientific community.
Here we combine a critical review of the literature with the
results of the workshop to compile a short list of potential
policy-relevant future tipping elements in the climate system.
Results from the expert elicitation are used to rank a subset of
these tipping elements in terms of their sensitivity to global
warming and the associated uncertainty. Then we consider the
prospects for early warning of an approaching tipping point.

Defining a Tipping Element and Its Tipping Point
Previous reviews (6–10) have defined ‘‘abrupt climate change’’
as occurring ‘‘when the climate system is forced to cross some

threshold, triggering a transition to a new state at a rate
determined by the climate system itself and faster than the
cause’’ (8), which is a case of bifurcation (i.e., one that focuses
on equilibrium properties, implying some degree of irreversibil-
ity). We have formulated a much broader definition of a tipping
element, because (i) we wish to include nonclimatic variables; (ii)
there may be cases where the transition is slower than the
anthropogenic forcing causing it; (iii) there may be no abrupt-
ness, but a slight change in control may have a qualitative impact
in the future; and (iv) for several important phase changes,
state-of-the-art models differ as to whether the transition is
reversible or irreversible (in principle).

We consider ‘‘components’’ (�) of the Earth system that are
associated with a specific region (or collection of regions) of the
globe and are at least subcontinental in scale (length scale of
order �1,000 km). A full formal definition of a tipping element
is given in supporting information (SI) Appendix 1. For the cases
considered herein, a system � is a tipping element if the
following condition is met:

1. The parameters controlling the system can be transparently
combined into a single control �, and there exists a critical
control value �crit from which any significant variation by �� �
0 leads to a qualitative change (F̂) in a crucial system feature
F, after some observation time T � 0, measured with respect
to a reference feature at the critical value, i.e.,

�F�� � �crit � �� �T� � F��crit�T� � � F̂ � 0. [1]

This inequality applies to forcing trajectories for which a slight
deviation above a critical value that continues for some time
inevitably induces a qualitative change. This change may oc-
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cur immediately after the cause or much later. The definition
encompasses equilibrium properties with threshold behavior as
well as critical rates of forcing. In its equilibrium application, it
includes all orders of phase transition and the most common
bifurcations found in nature: saddle-node and Hopf bifurcations.
The definition could in principle be applied at any time, e.g., in
Earth’s history. The feature of the system and the parameter(s)
that influence it need not be climate variables. Critical condi-
tions may be reached autonomously (without human interfer-
ence), and natural variability could trigger a qualitative change.

Here we restrict ourselves to tipping elements that may be
accessed by human activities and are potentially relevant to
current policy. We define the subset of policy-relevant tipping
elements by adding to condition 1 the following conditions:

2. Human activities are interfering with the system � such that
decisions taken within a ‘‘political time horizon’’ (TP � 0) can
determine whether the critical value for the control �crit is
reached. This occurs at a critical time (tcrit) that is usually
within TP but may be later because of a commitment to further
change made during TP.

3. The time to observe a qualitative change plus the time to
trigger it lie within an ‘‘ethical time horizon’’ (TE); tcrit � T �
TE. TE recognizes that events too far away in the future may
not have the power of influencing today’s decisions.

4. A significant number of people care about the fate of the
component �, because it contributes significantly to the
overall mode of operation of the Earth system (such that
tipping it modifies the qualitative state of the whole system),
it contributes significantly to human welfare (such that tipping
it impacts on many people), or it has great value in itself as
a unique feature of the biosphere. A qualitative change
should correspondingly be defined in terms of impacts.

Conditions 2–4 give our definition of a policy-relevant tipping
element an ethical dimension, which is inevitable because a focus
on policy requires the inclusion of normative judgements. These
enter in the choices of the political time horizon (TP), the ethical
time horizon (TE), and the qualitative change that fulfills con-
dition 4. We suggest a maximum TP � 100 years based on the
human life span and our (limited) ability to consider the world
we are leaving for our grandchildren, noting also the Intergov-
ernmental Panel on Climate Change (IPCC) focus on this
timescale. We suggest TE � 1,000 years based on the lifetime of
civilizations, noting that this is longer than the timescale of

nation states and current political entities. Thus, we focus on the
consequences of decisions enacted within this century that
trigger a qualitative change within this millennium, and we
exclude tipping elements whose fate is decided after 2100.

In the limit �� 3 0, condition 1 would only include vanishing
equilibria and first-order phase transitions. Instead we consider
that a ‘‘small’’ perturbation �� should not exceed the magnitude
of natural variability in �. Considering global temperature,
climate variability on interannual to millennial timescales is
0.1–0.2°C. Alternatively, a popular target is to limit anthropo-
genic global mean temperature increase to 2°C, and we take a
‘‘small’’ perturbation to be 10% of this. Either way, �� � 0.2°C
seems reasonable.

One useful way of classifying tipping elements is in terms of
the time, T, over which a qualitative change is observed: (i) rapid,
abrupt, or spasmodic tipping occurs if the observation time is
very small compared with TP (but T � 0); (ii) gradual or episodic
tipping occurs if the observation time is intermediate (e.g., of
order TP); and (iii) slow or asymptotic tipping occurs if the
observation time is very long (in particular, T 3 TE).

Several key questions arise. What are the potential policy-
relevant tipping elements of the Earth system? And for each:
What is the mechanism of tipping? What is the key feature F of
interest? What are the parameter(s) projecting onto the control
�, and their value(s) near �crit? How long is the transition time
T? What are the associated uncertainties?

Policy-Relevant Tipping Elements in the Climate System
Earth’s history provides evidence of nonlinear switches in state
or modes of variability of components of the climate system
(6–10). Such past transitions may highlight potential tipping
elements under anthropogenic forcing, but the boundary con-
ditions under which they occurred were different from today,
and anthropogenic forcing is generally more rapid and often
different in pattern (11). Therefore, locating potential future
tipping points requires some use of predictive models, in com-
bination with paleodata and/or historical data.

Here we focus on policy-relevant potential future tipping
elements in the climate system. We considered a long list of
candidates (Fig. 1, Table 1), and from literature review and the
aforementioned workshop, we identified a short list of candi-
dates that meet conditions 1–4 (top nine rows in Table 1). To
meet condition 1, there needed to be some theoretical basis (�1
model study) for expecting a system to exhibit a critical threshold

Fig. 1. Map of potential policy-relevant
tipping elements in the climate system, up-
dated from ref. 5 and overlain on global
population density. Subsystems indicated
could exhibit threshold-type behavior in re-
sponse to anthropogenic climate forcing,
where a small perturbation at a critical point
qualitatively alters the future fate of the
system. They could be triggered this century
and would undergo a qualitative change
within this millennium. We exclude from the
map systems in which any threshold appears
inaccessible this century (e.g., East Antarctic
Ice Sheet) or the qualitative change would
appear beyond this millennium (e.g., marine
methane hydrates). Question marks indicate
systems whose status as tipping elements is
particularly uncertain.
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(�crit) at a subcontinental scale, and/or past evidence of threshold
behavior. Where the proposed �crit could be meaningfully related
to temperature, condition 2 was evaluated based on an ‘‘acces-
sible neighborhood’’ of global temperatures from the IPCC (12)
of 1.1–6.4°C above 1980–1999 that could be committed to over
the next TP � 100 years, and on recognition that transient
warming is generally greater toward the poles and greater on
land than in the ocean. Condition 3 was evaluated on the basis
of model projections, known shortcomings of the models,
and paleodata. Our collective judgement was used to evaluate
condition 4.

Our short list differs from that of the IPCC (ref. 12, chapter
10, especially p. 775 ff, p. 818 ff) because our definition and
criteria differ from, and are more explicit than, the IPCC notion
of abrupt climate change. The evidence base we use is also
slightly different because it encompasses some more recent
studies. The authors of this paper and the workshop participants
are a smaller group of scientists than the IPCC members, the
groups are only partially overlapping, and our analysis was
undertaken largely in parallel. We seek to add value to the IPCC
overview by injecting a more precise definition and undertaking
a complementary, in-depth evaluation.

We now discuss the entries that made our short list and seek
to explain significant discrepancies from the IPCC where they

arise. Those candidates that did not make the short list (and why)
are discussed in SI Appendix 2.

Arctic Sea-Ice. As sea-ice melts, it exposes a much darker ocean
surface, which absorbs more radiation–amplifying the warming.
Energy-balance models suggest that this ice-albedo positive
feedback can give rise to multiple stable states of sea-ice (and
land snow) cover, including finite ice cap and ice-free states, with
ice caps smaller than a certain size being unstable (13). This
small ice-cap instability is also found in some atmospheric
general circulation models (AGCMs), but it can be largely
eliminated by noise due to natural variability (14). The instability
is not expected to be relevant to Southern Ocean sea-ice because
the Antarctic continent covers the region over which it would be
expected to arise (15). Different stable states for the flow rate
through the narrow outlets that drain parts of the Arctic basin
have also been found in a recent model (16). For both summer
and winter Arctic sea-ice, the area coverage is declining at
present (with summer sea-ice declining more markedly; ref. 17),
and the ice has thinned significantly over a large area. Positive
ice-albedo feedback dominates external forcing in causing the
thinning and shrinkage since 1988, indicating strong nonlinearity
and leading some to suggest that this system may already have
passed a tipping point (18), although others disagree (19). In
IPCC projections with ocean-atmosphere general circulation

Table 1. Policy-relevant potential future tipping elements in the climate system and (below the empty line) candidates that we
considered but failed to make the short list*

Tipping element

Feature of
system, F

(direction of
change)

Control
parameter(s), �

Critical
value(s),† �crit

Global
warming†‡

Transition
timescale,† T Key impacts

Arctic summer sea-ice Areal extent (	) Local 
Tair, ocean heat
transport

Unidentified§ �0.5–2°C �10 yr (rapid) Amplified warming,
ecosystem change

Greenland ice sheet (GIS) Ice volume (	) Local 
Tair ��3°C �1–2°C �300 yr (slow) Sea level �2–7 m
West Antarctic ice sheet

(WAIS)
Ice volume (	) Local 
Tair, or less


Tocean

��5–8°C �3–5°C �300 yr (slow) Sea level �5 m

Atlantic thermohaline
circulation (THC)

Overturning (	) Freshwater input to N
Atlantic

�0.1–0.5 Sv �3–5°C �100 yr (gradual) Regional cooling, sea level,
ITCZ shift

El Niño–Southern
Oscillation (ENSO)

Amplitude (�) Thermocline depth,
sharpness in EEP

Unidentified§ �3–6°C �100 yr (gradual) Drought in SE Asia and
elsewhere

Indian summer monsoon
(ISM)

Rainfall (	) Planetary albedo over
India

0.5 N/A �1 yr (rapid) Drought, decreased carrying
capacity

Sahara/Sahel and West
African monsoon (WAM)

Vegetation fraction
(�)

Precipitation 100 mm/yr �3–5°C �10 yr (rapid) Increased carrying capacity

Amazon rainforest Tree fraction (	) Precipitation, dry
season length

1,100 mm/yr �3–4°C �50 yr (gradual) Biodiversity loss, decreased
rainfall

Boreal forest Tree fraction (	) Local 
Tair ��7°C �3–5°C �50 yr (gradual) Biome switch

Antarctic Bottom Water
(AABW)*

Formation (	) Precipitation–
Evaporation

�100 mm/yr Unclear¶ �100 yr (gradual) Ocean circulation, carbon
storage

Tundra* Tree fraction (�) Growing degree days
above zero

Missing� — �100 yr (gradual) Amplified warming, biome
switch

Permafrost* Volume (	) 
Tpermafrost Missing� — �100 yr (gradual) CH4 and CO2 release
Marine methane

hydrates*
Hydrate volume (	) 
Tsediment Unidentified§ Unclear¶ 103 to 105 yr (�TE) Amplified global warming

Ocean anoxia* Ocean anoxia (�) Phosphorus input to
ocean

��20% Unclear¶ �104 yr (�TE) Marine mass extinction

Arctic ozone* Column depth (	) Polar stratospheric
cloud formation

195 K Unclear¶ �1 yr (rapid) Increased UV at surface

N, North; ITCZ, Inter-tropical Convergence Zone; EEP, East Equatorial Pacific; SE, Southeast.
*See SI Appendix 2 for more details about the tipping elements that failed to make the short list.
†Numbers given are preliminary and derive from assessments by the experts at the workshop, aggregation of their opinions at the workshop, and review of the
literature.

‡Global mean temperature change above present (1980–1999) that corresponds to critical value of control, where this can be meaningfully related to global
temperature.

§Meaning theory, model results, or paleo-data suggest the existence of a critical threshold but a numerical value is lacking in the literature.
¶Meaning either a corresponding global warming range is not established or global warming is not the only or the dominant forcing.
�Meaning no subcontinental scale critical threshold could be identified, even though a local geographical threshold may exist.
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models (OAGCMs) (12), half of the models become ice-free in
September during this century (19), at a polar temperature of
	9°C (9°C above present) (20). The transition has nonlinear
steps in many of the models, but a common critical threshold has
yet to be identified (19). Thinning of the winter sea-ice increases
the efficiency of formation of open water in summer, and abrupt
retreat occurs when ocean heat transport to the Arctic increases
rapidly (19). Only two IPCC models (12) exhibit a complete loss
of annual sea-ice cover under extreme forcing (20). One shows
a nonlinear transition to a new stable state in �10 years when
polar temperature rises above 	5°C (13°C above present),
whereas the other shows a more linear transition. We conclude
that a critical threshold for summer Arctic sea-ice loss may exist,
whereas a further threshold for year-round ice loss is more
uncertain and less accessible this century. Given that the IPCC
models significantly underestimate the observed rate of Arctic
sea-ice decline (17), a summer ice-loss threshold, if not already
passed, may be very close and a transition could occur well within
this century.

Greenland Ice Sheet (GIS). Ice-sheet models typically exhibit mul-
tiple stable states and nonlinear transitions between them (21).
In some simulations with the GIS removed, summer melting
prevents its reestablishment (22), indicating bistability, although
others disagree (23). Regardless of whether there is bistability,
in deglaciation, warming at the periphery lowers ice altitude,
increasing surface temperature and causing a positive feedback
that is expected to exhibit a critical threshold beyond which there
is ongoing net mass loss and the GIS shrinks radically or
eventually disappears. During the last interglacial (the Eemian),
there was a 4- to 6-m higher sea level that must have come from
Greenland and/or Antarctica. Increased Arctic summer insola-
tion caused an estimated �3.5°C summertime warming of
Greenland, and shrinkage of the GIS contributed an estimated
1.9–3.0 m to sea level, although a widespread ice cap remained
(24). Broadly consistent with this, future projections suggest a
GIS threshold for negative surface mass balance resides at
��3°C local warming (above preindustrial) (3, 25). Uncertain-
ties are such that IPCC (12) put the threshold at �1.9–4.6°C
global warming (above preindustrial), which is clearly accessible
this century. We give a closer and narrower range (above
present) because amplification of warming over Greenland may
be greater (26) than assumed (12, 25) because of more rapid
sea-ice decline than modeled (17). Also, recent observations
show the surface mass balance is declining (12) and contributing
to net mass loss from the GIS (27, 28) that is accelerating (28,
29). Finally, existing ice-sheet models are unable to explain the
speed of recent changes. These changes include melting and
thinning of the coastal margins (30) and surging of outlet gla-
ciers (29, 31), which may be contributed to by the intrusion of
warming ocean waters (32). This is partly compensated by
some mass gain in the interior (33). There is a lack of knowl-
edge of natural GIS variability, and Greenland temperature
changes have differed from the global trend (26), so interpre-
tation of recent observations remains uncertain. If a threshold
is passed, the IPCC (12) gives a �1,000-year timescale for
GIS collapse. However, given the acknowledged (12) lack of
processes that could accelerate collapse in current models,
and their inability to simulate the rapid disappearance of con-
tinental ice at the end of the last ice age, a lower limit of 300
years is conceivable (34).

West Antarctic Ice Sheet (WAIS). Most of the WAIS is grounded
below sea level and has the potential to collapse if grounding-line
retreat triggers a strong positive feedback whereby ocean water
undercuts the ice sheet and triggers further separation from the
bedrock (35–37). The WAIS has retreated at least once during the
Pleistocene (38), but the full extent of retreat is not known, nor is

whether it occurred in the Eemian or the long, warm interglacial
MIS-11 �400 ka. Approximately 1–4 m of the Eemian sea-level rise
may have come from Antarctica, but some could have been from
parts of the East Antarctic Ice Sheet grounded below sea level (and
currently thinning at a rapid rate). WAIS collapse may be preceded
by the disintegration of ice shelves and the acceleration of ice
streams. Ice shelf collapse could be triggered by the intrusion of
warming ocean water beneath them or by surface melting. It
requires �5°C of local warming for surface atmospheric tempera-
tures to exceed the melting point in summer on the major (Ross and
Fischner-Ronne) ice shelves (12, 37). The threshold for ocean
warming is estimated to be lower (37). The WAIS itself requires
�8°C of local warming of the surface atmosphere at 75–80°S to
reach the melting point in summer (37). Although the IPCC (12)
declines to give a threshold, we estimate a range that is clearly
accessible this century. Concern is raised by recent inferences from
gravity measurements that the WAIS is losing mass (39), and
observations that glaciers draining into the Amundsen Sea are
losing 60% more ice than they are gaining and hence contributing
to sea-level rise (40). They drain a region containing �1.3 m of a
total �5 m of global sea-level rise contained in the WAIS. Although
the timescale is highly uncertain, a qualitative WAIS change could
occur within this millennium, with collapse within 300 years being
a worst-case scenario. Rapid sea-level rise (�1 m per century) is
more likely to come from the WAIS than from the GIS.

Atlantic Thermohaline Circulation (THC). A shutoff in North Atlantic
Deep Water formation and the associated Atlantic THC can
occur if sufficient freshwater (and/or heat) enters the North
Atlantic to halt density-driven North Atlantic Deep Water
formation (41). Such THC reorganizations play an important
part in rapid climate changes recorded in Greenland during the
last glacial cycle (42, 43). Hysteresis of the THC has been found
in all models that have been systematically tested thus far (44),
from conceptual ‘‘box’’ representations of the ocean (45) to
OAGCMs (46). The most complex models have yet to be
systematically tested because of excessive computational cost.
Under sufficient North Atlantic freshwater forcing, all models
exhibit a collapse of convection. In some experiments, this
collapse is reversible (47) (after the forcing is removed, convec-
tion resumes), whereas in others, it is irreversible (48)—
indicating bistability. In either case, a tipping point has been
passed according to condition 1. The proximity of the present
climate to this tipping point varies considerably between models,
corresponding to an additional North Atlantic freshwater input
of 0.1–0.5 Sv (44). The sensitivity of North Atlantic freshwater
input to anthropogenic forcing is also poorly known, but regional
precipitation is predicted to increase (12) and the GIS could
contribute significantly (e.g., GIS melt over 1,000 years is
equivalent to 0.1 Sv). The North Atlantic is observed to be
freshening (49), and estimates of recent increases in freshwater
input yield 0.014 Sv from melting sea ice (18), 0.007 Sv from
Greenland (29), and 0.005 Sv from Eurasian rivers (50), totaling
0.026 Sv, without considering precipitation over the oceans or
Canadian river runoff. The IPCC (12) argues that an abrupt
transition of the THC is ‘‘very unlikely’’ (probability �10%) to
occur before 2100 and that any transition is likely to take a
century or more. Our definition encompasses gradual transitions
that appear continuous across the tipping point; hence, some
of the IPCC runs (ref. 12, p. 773 ff) may yet meet our criteria
(but would need to be run for longer to see if they reach a
qualitatively different state). Furthermore, the IPCC does not
include freshwater runoff from GIS melt. Subsequent
OAGCM simulations clearly pass a THC tipping point this
century and undergo a qualitative change before the next mil-
lennium (48). Both the timescale and the magnitude of forc-
ing are important (51), because a more rapid forcing to a
given level can more readily overwhelm the negative feedback
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that redistributes salt in a manner that maintains whatever is
the current circulation state.

El Niño–Southern Oscillation (ENSO). Gradual anthropogenic forc-
ing is expected, on theoretical grounds, to interact with natural
modes of climate variability by altering the relative amount of
time that the climate system spends in different states (52).
ENSO is the most significant ocean-atmosphere mode, and its
variability is controlled by (at least) three factors: zonal mean
thermocline depth, thermocline sharpness in the EEP, and the
strength of the annual cycle and hence the meridional temper-
ature gradient across the equator (53, 54). Increased ocean heat
uptake could cause a permanent deepening of the thermocline
in the EEP and a consequent shift from present day ENSO
variability to greater amplitude and/or more frequent El Niños
(55). However, a contradictory theory postulates sustained La
Niña conditions due to stronger warming of the West Equatorial
Pacific than the East, causing enhanced easterly winds and
reinforcing the up-welling of cold water in the EEP (56). The
mid-Holocene had a reduction in ENSO amplitude related to a
stronger zonal temperature gradient (57, 58). The globally �3°C
warmer early Pliocene is characterized by some as having
persistent El Niño conditions (59), whereas others disagree (60).
Under future forcing, the first OAGCM studies showed a shift
from the current ENSO variability to more persistent or frequent
El Niño-like conditions. Now that numerous OAGCMs have
been intercompared, there is no consistent trend in their tran-
sient response and only a small collective probability of a shift
toward more persistent or frequent El Niño conditions (61, 62).
However, in response to a warmer stabilized climate, the most
realistic models simulate increased El Niño amplitude (with no
clear change in frequency) (54). This would have large-scale
impacts, and even if the transition is smooth and gradual, a
tipping point may exist by condition 1. Given also that past
climate changes have been accompanied by changes in ENSO,
we differ from IPCC (12) and consider there to be a significant
probability of a future increase in ENSO amplitude. The re-
quired warming can be accessed this century (54) with the
transition happening within a millennium, but the existence and
location of any threshold is particularly uncertain.

Indian Summer Monsoon (ISM). The land-to-ocean pressure gradi-
ent, which drives the monsoon circulation is reinforced by the
moisture the monsoon itself carries from the adjacent Indian
Ocean (moisture-advection feedback) (63). Consequently, any
perturbation that tends to weaken the driving pressure gradient
has the potential to destabilize the monsoon circulation. Green-
house warming that is stronger over land and in the Northern
Hemisphere tends to strengthen the monsoon, but increases in
planetary albedo over the continent due to aerosol forcing
and/or land-use change tend to weaken it. The ISM exhibited
rapid changes in variability during the last ice age (64) and the
Holocene (65), with an increased strength during recent centu-
ries consistent with Northern Hemisphere warming (66). Recent
time series display strongly nonlinear characteristics, from the
intraseasonal via the interannual and the decadal to the centen-
nial timescale (67), with the interannual variations lag correlated
with the phases of ENSO, although this may be increasingly
masked by anthropogenic forcing (68). A simple model (63)
predicts collapse of the ISM if regional planetary albedo exceeds
�0.5, whereas increasing CO2 stabilizes the monsoon. IPCC
projections do not show obvious threshold behavior this century
(12), but they do agree that sulfate aerosols would dampen the
strength of ISM precipitation, whereas increased greenhouse
gases increase the interannual variability of daily precipitation
(69). We differ from IPCC (12) on the basis of past apparent
threshold behavior of the ISM and because brown haze and
land-use-change forcing are poorly captured in the models.

Furthermore, conceptual work on the potentially chaotic nature
of the ISM (70) has been developed (V. Petoukhov, K. Zickfeld,
and H.J.S., unpublished work) to suggest that under some
plausible decadal-scale scenarios of land use and greenhouse gas
and aerosol forcing, switches occur between two highly nonlinear
metastable regimes of the chaotic oscillations corresponding to
the ‘‘active’’ and ‘‘weak’’ monsoon phases, on the intraseasonal
and interannual timescales. Sporadic bifurcation transitions may
also happen from regimes of chaotic oscillations to regimes with
highly deterministic oscillations, or to regimes with very weak
oscillations.

Sahara/Sahel and West African Monsoon (WAM). Past greening of the
Sahara occurred in the mid-Holocene (71–73) and may have
happened rapidly in the earlier Bölling-Allerod warming. Col-
lapse of vegetation in the Sahara �5,000 years ago occurred
more rapidly than orbital forcing (71, 72). The system has been
modeled and conceptualized in terms of bistable states that are
maintained by vegetation–climate feedback (71, 74). However,
it is intimately tied to the WAM circulation, which in turn is
affected by sea surface temperatures (SSTs), particularly anti-
symmetric patterns between the Hemispheres. Greenhouse gas
forcing is expected to increase the interhemispheric SST gradi-
ent and thereby increase Sahel rainfall; hence, the recent Sahel
drought has been attributed to increased aerosol loading cooling
the Northern Hemisphere (75). Future 21st century projections
differ (75, 76); in two AOGCMs, the WAM collapses, but in one
this leads to further drying of the Sahel, whereas in the other it
causes wetting due to increased inflow from the West. The latter
response is more mechanistically reasonable, but it requires a
�3°C warming of SSTs in the Gulf of Guinea (76). A third
AOGCM with the most realistic present-day WAM predicts no
large trend in mean rainfall but a doubling of the number of
anomalously dry years by the end of the century (76). If the
WAM is disrupted such that there is increased inflow from the
West (76), the resulting moisture will wet the Sahel and support
greening of the Sahara, as is seen in mid-Holocene simulations
(73). Indeed, in an intermediate complexity model, increasing
atmospheric CO2 has been predicted to cause future expansion
of grasslands into up to 45% of the Sahara, at a rate of up to 10%
of Saharan area per decade (11). In the Sahel, shrub vegetation
may also increase due to increased water use efficiency (stomatal
closure) under higher atmospheric CO2 (77). Such greening of
the Sahara/Sahel is a rare example of a beneficial potential
tipping element.

Amazon Rainforest. A large fraction of precipitation in the Am-
azon basin is recycled, and, therefore, simulations of Amazon
deforestation typically generate �20–30% reductions in precip-
itation (78), lengthening of the dry season, and increases in
summer temperatures (79) that would make it difficult for the
forest to reestablish, and suggest the system may exhibit bist-
ability. Dieback of the Amazon rainforest has been predicted (2,
80) to occur under �3–4°C global warming because of a more
persistent El Niño state that leads to drying over much of the
Amazon basin (81). Different vegetation models driven with
similar climate projections also show Amazon dieback (82), but
other global climate models (83) project smaller reductions (or
increases) of precipitation and, therefore, do not produce die-
back (84). A regional climate model (85) predicts Amazon
dieback due to widespread reductions in precipitation and
lengthening of the dry season. Changes in fire frequency prob-
ably contribute to bistability and will be amplified by forest
fragmentation due to human activity. Indeed land-use change
alone could potentially bring forest cover to a critical threshold.
Thus, the fate of the Amazon may be determined by a complex
interplay between direct land-use change and the response of
regional precipitation and ENSO to global forcing.
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Boreal Forest. The boreal system exhibits a complex interplay
between tree physiology, permafrost, and fire. Under climate
change, increased water stress, increased peak summer heat
stress causing increased mortality, vulnerability to disease and
subsequent fire, as well as decreased reproduction rates could
lead to large-scale dieback of the boreal forests (77, 86), with
transitions to open woodlands or grasslands. In interior boreal
regions, temperate tree species will remain excluded from
succession due to frost damage in still very cold winters.
Continental steppe grasslands will expand at the expense of
boreal forest where soil moisture along the arid timberline
ecotone declines further (87), amplified through concurrent
increases in the frequency of fires. Newly unfrozen soils that
regionally drain well, and reductions in the amount of snow, also
support drying, more fire and hence less biomass. In contrast,
increased thaw depth and increased water-use efficiency under
elevated CO2 will tend to increase available soil moisture,
decreasing fire frequency and increasing woody biomass. Studies
suggest a threshold for boreal forest dieback of �3°C global
warming (77, 86), but limitations in existing models and physi-
ological understanding make this highly uncertain.

Others. We remind the reader that we considered other candidate
tipping elements, which are not listed here because they did not
meet conditions 2–4 for policy relevance. Some are listed in
Table 1 and discussed in SI Appendix 2.

Ranking the Threat
Given our identification of policy-relevant tipping elements in
the climate system, how do we decide which pose the greatest
threat to society and, therefore, need the greatest attention? The
first step is to asses the sensitivity of each tipping element to
global warming and the associated uncertainties, including the
confidence of the community in the argument for tipping
element status. Our workshop and systematic review of the
literature addressed this. In addition, formal elicitations of
expert beliefs have frequently been used to bring current un-
derstanding of model studies, empirical evidence, and theoret-
ical considerations to bear on policy-relevant variables (88).
From a natural science perspective, a general criticism is that
expert beliefs carry subjective biases and, moreover, do not add
to the body of scientific knowledge unless verified by data or
theory. Nonetheless, expert elicitations, based on rigorous pro-
tocols from statistics (89–91) and risk analysis (91, 92), have
proved to be a very valuable source of information in public
policymaking (93). It is increasingly recognized that they can also
play a valuable role for informing climate policy decisions (94).
In the field of climate change, formal expert elicitations have
been conducted, e.g., on climate sensitivity (95), forest ecosys-
tems (96), the WAIS (97), radiative forcing of aerosols (98), and
the THC (99).

On the basis of previous experience (99), we used the afore-
mentioned workshop to initiate an elicitation of expert opinions
on, among other things, six potential tipping elements listed in
Table 1: reorganization of the Atlantic THC, melt of the GIS,
disintegration of the WAIS, Amazon rainforest dieback, dieback
of boreal forests, and shift of the ENSO regime to an El
Niño-like mean state. The elicitation was based on a computer-
based interactive questionnaire that was completed individually
by participating experts. Following a pilot phase at the workshop,
the questionnaire was distributed to 193 international scientists
in October and November 2005; 52 experts returned a completed
questionnaire (among them 16 workshop participants and 22
contributors to the IPCC Fourth Assessment Report). Although
participation inevitably involved a self-selection process, we
assembled a heterogeneous group covering a wide range of

expertise (see SI Appendix 3). The full results will be presented
separately (E.K., J.W.H., H.H., R. Dawson, and H.J.S., unpub-
lished work). Here we report a subset that reflect the range of
scientific perspectives to supplement our own assessment of the
tipping elements.

In the questionnaire, experts were asked for a pairwise
comparison of tipping elements in terms of (i) their sensitivity to
global mean temperature increase and (ii) the uncertainty about
the underlying physical mechanisms. The exact questions posed
to participants and the breakdown of their responses are de-
scribed in SI Appendix 3. We have identified partial rankings of
tipping elements from the collection of expert responses. Be-
cause the number of experts commenting on individual pairs
of tipping elements varied widely, those rankings could not be
established with equal credibility. We highlight the difference
in expert consensus by using the symbols �� and � for strong
and weak consensus upon the ordering, respectively, and by
providing the number x that agreed with the direction of the or-
dering compared with the number y of experts who commented
on the pair [given as x(y)]. For sensitivity to global mean warm-
ing, we find

8(10) to WAIS 2(3)
GIS WAIS >

7(7) to THC

Amazon rainforest >
2(2)

THC,
>>

where the more sensitive tipping element is to the left. Owing to
the close link between ENSO and the Amazon rainforest, both
were judged of similar sensitivity to warming, but experts were
divided as to whether ENSO would be more sensitive than the
THC. Boreal forests were only compared with the Amazon
rainforest, and three out of five experts judged the former to be
more sensitive to global mean warming. Concerning the uncer-
tainty about the physical mechanisms that may give rise to
tipping points, we find

3(4) to THC

WAIS >>

>>

6(9) to GIS

2(2) to THC 6(8)
Amazon rainforest > THC

1(1) to GIS

3+2(6) to THC

ENSO ≥
2(2) to GIS

GIS,

where the more uncertain tipping element is to the left. We
display a greater or equal uncertainty about the ENSO com-
pared with the THC, because three and two out of six experts
believed the ENSO to be more and similarly uncertain, respec-
tively. In addition, five out of six experts judged the uncertainty
about the response of boreal forests to be larger than for the
Amazon rainforest.

Taking into account our own analysis of the literature (sum-
marized in the previous section and Table 1) and the expert
elicitation (summarized above), the potential tipping elements in
the climate system may be grouped into three clusters: (i) high
sensitivity with smallest uncertainty: GIS and Arctic sea-ice; (ii)
intermediate sensitivity with largest uncertainty: WAIS, Boreal
forest, Amazon rainforest, ENSO, and WAM; (iii) low sensitivity
with intermediate uncertainty: THC. ISM is not included in the
clustering because its forcing differs, but it clearly has large
uncertainty. We conclude that the greatest (and clearest) threat
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is to the Arctic with summer sea-ice loss likely to occur long
before (and potentially contribute to) GIS melt. Tipping ele-
ments in the tropics, the boreal zone, and West Antarctica are
surrounded by large uncertainty and, given their potential
sensitivity, constitute candidates for surprising society. The
archetypal example of a tipping element, the THC appears to be
a less immediate threat, but the long-term fate of the THC under
significant warming remains a source of concern (99).

The Prospects for Early Warning
Establishing early warning systems for various tipping elements
would clearly be desirable, but can �crit be anticipated before we
reach it? In principle, an incipient bifurcation in a dynamical
system could be anticipated (100), by looking at the spectral
properties of time series data (101), in particular, extracting the
longest system-immanent timescale (�) from the response of the
system to natural variability (102). Systems theory reveals (Fig.
2A) (i) that those tipping points that represent a bifurcation are
universally characterized by �3 � at the threshold, and (ii) that
in principle � could be reconstructed through methods of time
series analysis. Hence a ‘‘degenerate fingerprinting’’ method has
been developed for anticipating a threshold in a spatially ex-
tended system and applied to the detection of a threshold in the
Atlantic THC, by using time series output from a model of
intermediate complexity (102) (Fig. 2B).

These studies reveal that if a system is forced slowly (keeping
it in quasi-equilibrium), proximity to a threshold may be inferred
in a model-independent way. However, if the system is forced
faster (as is probably the case for the THC today), a dynamical
model will also be needed. Even if there is no bifurcation,
determining � is still worthwhile because it determines the
system’s linear response characteristics to external forcing, and
transitions that are not strictly bifurcations are expected to
resemble bifurcation-type behavior to a certain degree. For
strongly resource-limited ecosystems that show self-organized
patchiness, their observable macrostructure may also provide an
indication of their proximity to state changes (103).

If a forewarning system for approaching thresholds is to
become workable, then real-time observation systems need to
be improved (e.g., building on the Atlantic THC monitoring at
26.5°N). For slow transition systems, notably ocean and ice
sheets, observation records also need to be extended further
back in time (e.g., for the Atlantic beyond the �150-year SST
record). Analysis of extended time series data could then be
used to improve models (104), e.g., an effort to determine the
Atlantic’s � and assimilate it into ocean models could reduce
the vast intra- and intermodel (44) spread regarding the
proximity to a tipping point (102).

Conclusion
Society may be lulled into a false sense of security by smooth
projections of global change. Our synthesis of present knowledge
suggests that a variety of tipping elements could reach their
critical point within this century under anthropogenic climate
change. The greatest threats are tipping the Arctic sea-ice and
the Greenland ice sheet, and at least five other elements could
surprise us by exhibiting a nearby tipping point. This knowledge
should influence climate policy, but a full assessment of policy
relevance would require that, for each potential tipping element,
we answer the following questions: Mitigation: Can we stay clear
of �crit? Adaptation: Can F̂ be tolerated?

The IPCC provides a thorough overview of mitigation (105)
and adaptation (106) work upon which such a policy assess-
ment of tipping elements could be built. Given the scale of
potential impacts from tipping elements, we anticipate that
they will shift the balance toward stronger mitigation and
demand adaptation concepts beyond incremental approaches
(107, 108). Policy analysis and implementation will be ex-

tremely challenging given the nonconvexities in the human-
environment system (109) that will be enhanced by tipping
elements, as well as the need to handle intergenerational
justice and interpersonal equity over long periods and under
conditions of uncertainty (110). A rigorous study of potential
tipping elements in human socioeconomic systems would also
be welcome, especially to address whether and how a rapid
societal transition toward sustainability could be triggered,
given that some models suggest there exists a tipping point for
the transition to a low-carbon-energy system (111).

It seems wise to assume that we have not yet identified all
potential policy-relevant tipping elements. Hence, a systematic
search for further tipping elements should be undertaken,
drawing on both paleodata and multimodel ensemble studies.
Given the large uncertainty that remains about tipping ele-
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Fig. 2. Method for estimating the proximity to a tipping point. (A) Schematic
approach: The potential wells represent stable attractors, and the ball, the
state of the system. Under gradual anthropogenic forcing (progressing from
dark to light blue potential), the right potential well becomes shallower and
finally vanishes (threshold), causing the ball to abruptly roll to the left. The
curvature of the well is inversely proportional to the system’s response time �

to small perturbations. ‘‘Degenerate fingerprinting’’ (102) extracts � from the
system’s noisy, multivariate time series and forecasts the vanishing of local
curvature. (B) Degenerate fingerprinting ‘‘in action’’: Shown is an example for
the Atlantic meridional overturning circulation. (Upper) Overturning strength
under a 4-fold linear increase of atmospheric CO2 over 50,000 years in the
CLIMBER-2 model with weak, stochastic freshwater forcing. Eventually, the
circulation collapses without early warning. (Lower) Overturning replaced by
a proxy of the shape of the potential (as in A). Although the signal is noisier
in Lower than it is in Upper, it allows forecasting of the location of the
threshold (data taken from ref. 102). The solid green line is a linear fit, and the
dashed green lines are 95% error bars.
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ments, there is an urgent need to improve our understanding
of the underlying physical mechanisms determining their
behavior, so that policy makers are able ‘‘to avoid the unman-
ageable, and to manage the unavoidable’’ (112).
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1061 Third Street, South Lake Tahoe, California 96150 
phone: 530-542-5580     fax: 530-542-5567     e-mail: info@tahoe.ca.gov     web: www.tahoe.ca.gov 

May 19, 2022 
 
John Hitchcock 
Planning Manager 
Development Services Department 
1053 Tata Lane 
South Lake Tahoe, CA 96150 
 
 
Re: Proposed Tourist Core Area Plan/Specific Plan Amendment Initial 
Study/Mitigated Negative Declaration and Initial Environmental 
Checklist/Finding of No Significant Impact 
 
 
Dear Mr. Hitchcock, 
 
On behalf of the California Tahoe Conservancy (Conservancy), we 
appreciate the opportunity to provide comments on the City of South Lake 
Tahoe’s (City) proposed Tourist Core Area Plan/Specific Plan Amendment 
(amendment) Initial Study/Mitigated Negative Declaration and Initial 
Environmental Checklist/Finding of No Significant Effect (IS/MND). Our 
agency jointly manages Van Sickle Bi-State Park (Park) with Nevada 
Division of State Parks (NDSP). The Conservancy believes the Park will be 
negatively impacted by the rezoning of El Dorado County Assessment 
Number (AN) 029-240-011 from recreation to tourist center mixed use and 
the associated 10-unit housing project (housing project) analyzed in the 
IS/MND. In addition, we are concerned that possible actions associated 
with the housing project on the adjacent private parcel (AN 029-441-003) 
(private parcel) that is at the entrance to the Park could impact the Park and 
visitor experience. 
 
The Conservancy provided comments during the scoping period concerning 
impacts to the historic character and natural aesthetic of the Park entrance; 
increased vehicle traffic and pedestrian safety; and management issues 
related to new user trails, personal storage, parking, and trash resulting 
from the proposed amendment and housing project. The Conservancy 
appreciates the IS/MND modifications made by the City in response to our 
comments including removal of the private parcel from the amendment and 
inclusion of the six-foot tall rod iron fence as mitigation. However, we 
believe the amendment and associated housing project still have potential 
negative impacts to the Park.  
 
We are writing to describe these potential issues and request the City 
modify the IS/MND and housing project to address our concerns. Our 
primary concern is that the City inadequately analyzes potential 
environmental impacts to the Park in the IS/MND, and does not sufficiently 
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mitigate the environmental impacts caused by the proposed amendment and 
housing project.  

 
1. In section 5.4.3 Aesthetics, the City fails to consider the potential environmental 

impacts of the amendment and housing project to the Park. The housing project as 
proposed is visible from the Park and will degrade the welcoming historic 
character and natural aesthetic of the Park. The Conservancy and NDSP 
specifically designed the Park to promote pedestrian access and highlight the 
forested and natural appeal of the area. The housing project will remove mature 
trees and replace them with newly constructed buildings and parking lots. The 
resulting change may diminish the Park’s aesthetic appeal and reduce visitors’ 
experience. 
 

2. In section 5.4.6 Biological Resources, the City does not adequately consider 
impacts to riparian habitat. The removal of the previous development required 
restoration of the stream environment zone (SEZ) on this site. The SEZ connects 
to a portion of the Park. A fully restored and functioning SEZ could provide 
treatment of run-off that improves lake clarity and vegetative screening for the 
housing project. However, the restoration in 2009 did not result in a fully 
functioning SEZ and additional restoration and monitoring efforts are needed.   

Given the potential environmental impacts highlighted above, the Conservancy believes 
the City should apply appropriate measures to avoid or mitigate the impacts. The 
Conservancy requests onsite mitigation measures for the housing project for each of the 
resource areas. The mitigation measures should include installing vegetative screening 
around buildings and parking lots and enhancing SEZ restoration and vegetation.  
 
In addition, the Conservancy is concerned the developer could utilize the recreation 
zoning of the private parcel for future development that impacts the viewshed, biological 
resources, and SEZ bordering the Park. The Conservancy requests the City takes steps to 
limit future development on the private parcel as a mitigation measure of the amendment. 
The Conservancy foresees a combination of four mitigation measures to accomplish this:  

 
1. Rezone the private parcel from recreation to open space;  
2. Deed restrict the private parcel from any future development; 
3. Relinquish the reservation to “the Lane Access Easement”, recorded on 

September 16th, 2009 and found in the official records of El Dorado County as 
document number 20090047163; and, 

4. Acquire the entire private parcel or the portion containing Park improvements for 
appraised market value. 

The private parcel contains SEZ and undeveloped land serving as a partial viewshed 
buffer of the housing project from the east side of the project at the entrance to the Park. 
The Conservancy believes mitigation measures, including open space zoning, deed 
restrictions, relinquishment of reservation, or acquisition of the parcel will ensure the 
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existing screening of the housing project remains and potential future uses will not 
impact existing SEZ and biological resources bordering the Park.  
 
Additionally, the relinquishment of the reservation described in number three above 
ensures public safety and vehicle traffic concerns raised in the scoping period are 
mitigated. The easement reservation allows the developer to use the Park entrance to 
access development on the private parcel, which would cross a pedestrian access trail. 
This creates a conflict and safety concerns for pedestrians. In addition, vehicular access 
to the Park is closed from sunset to sunrise during the summer and from November 1 to 
May 1 during the winter. The Conservancy manages the entrance by opening and closing 
the gate at the designated times. Private access through the Park entrance will make it 
more difficult for the Conservancy to effectively do so.  
 
The above listed mitigation measures are not exhaustive and the Conservancy requests to 
be involved in negotiating what final mitigation measures will be included and 
implemented. The Conservancy requests all mitigation measures be specific and 
enforceable in this IS/MND. 
 
In summary, we appreciate the opportunity to comment on the IS/MND. We believe that 
the proposed amendment and housing project have the potential to negatively impact the 
Park as detailed above. We look forward to further discussing with the City how these 
issues will be addressed in the IS/MND and considered in the planning and 
implementation of the proposed amendment and housing project. Please follow-up with 
Mr. Nick Meyer, nick.meyer@tahoe.ca.gov or (530) 543-6073, with any questions or 
concerns.   
 
Sincerely, 
 
 
 
 
Jane Freeman 
Deputy Director 
 
 
Cc: Janice Keillor, Deputy Administrator, Nevada Division of State Parks 

Allen Wooldridge, Tahoe Region Manager, Nevada Division of State Parks 
Brett Hartley, Van Sickle Ranger, Nevada Division of State Parks 
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May 19, 2022 

 

City of South Lake Tahoe  Tahoe Regional Planning Agency  
John Hitchcock, Planning Manager  Jennifer Self, Principal Planner  
1052 Tata Lane  P.O. Box 5310  
South Lake Tahoe, CA 96150  Stateline, NV 89449  
Phone: (530) 542-7472  Phone: (775) 589-5221  
Email: jhitchcock@cityofslt.us  Email: jself@trpa.gov 

 
Re: Initial Study/Mitigated Negative Declaration (IS/MND) for the proposed Tourist Core Area Plan 
(TCAP) amendments 
 
Dear Mr. Hitchcock and Ms. Self, 
 
As a member of the 2012 Regional Plan Update (RPU) Bi-State Working Group, the League to Save 
Lake Tahoe (League) appreciates the opportunity to continue to work with the Tahoe Regional Planning 
Agency (TRPA) and the City of South Lake Tahoe (City) to implement the RPU. Effective implementation 
of Area Plans is critical to this ongoing effort. The League thanks the City for the opportunity to comment 
on the Initial Study/Mitigated Negative Declaration (IS/MND) for the proposed Tourist Core Area Plan 
(TCAP) amendments.  
 

The League commented during the Scoping period and appreciates the “corner lot” (3828 Montreal 

Road) being taken out of consideration for development in response.  

 

Overview 

The League does not support the current proposed TCAP amendments  because they are inconsistent 

with City and TRPA plans and intent. The Colony Inn parcel was intended to be permanently retired and 

the stream environment zone (SEZ) restored. The SEZ restoration attempt failed. Rezoning the last 

recreation/conservation land in the TCAP area does not align with the goals and policies of the City’s 

General Plan or TRPA’s Regional Plan, which the IS/MND is tiered off of. Because the environmental 

document only includes one mitigation measure, we are recommending two additional mitigation 

measures: 

1. Restore the SEZ to a functional level and monitor and manage it to ensure it remains functional 
for the life of the project.  

2. Permanently protect the “corner lot” (APN 029-441-003) as Recreation or Open Space through a 
permanent deed restriction running with the land.  

We expect these two mitigation measures to be included for the TCAP amendments and proposed 

project in order to be approved.  

 

SEZ Impacts and Site Suitability for Development 

On March 18, 2008, the City passed a Resolution to permanently retire the Colony Inn site from future 
development as a condition of transferring the associated tourist accommodation units (TAUs) out of the 
City limits: “WHEREAS, the Colony Inn located partially Within an area identified for SEZ restoration, 
Once the Colony Inn is demolished, existing development will be transferred out of the SEZ and the site 
will be restored and permanently retired, thereby furthering the goals of the Stateline/Ski Run Community 
Plan and attainment of TRPA’s thresholds.” 1  

 
1 March 18, 2008 City of South Lake Tahoe Staff Report and Resolution. 
http://slt.granicus.com/MetaViewer.php?view_id=4&clip_id=181&meta_id=15886  
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The City included a Policy in the TCAP that aligns with its Resolution and approval of TAU transfers from 
the Colony Inn site: “Onsite land coverage reduction will occur primarily through environmental 
redevelopment by providing development incentives in centers that promote the relocation and transfer 
of land coverage. The City will endeavor, where feasible, to reduce and avoid creating new coverage in 
order to benefit the objectives of the TCAP and other areas of South Tahoe.”2 This language was 
discussed at the November 2013 TRPA Governing Board meeting, including whether or not to 
specifically include the Colony Inn site as a target restoration site. In the end, though a specific site was 
not targeted for restoration and the Colony Inn site was intended for restoration and permanent 
retirement as stipulated above.  
 
The City needs to decide whether this amendment meets the intent of the General Plan and TCAP 
including the goals and policies contained within it. The City’s Attorney will also need to determine 
whether or not a new Resolution is required to allow this Area Plan amendment.  
 
Between 2009 and 2013 the Colony Inn was demolished and the SEZ should have been restored, but 

the restoration failed. According to TRPA’s 2020 SEZ Baseline Report, the Colony Inn site (Colony Inn 

Meadows) restoration failed.3 The SEZ only ranked a “C,”  indicating an unhealthy SEZ due to a ditch 

running through the entire project, dewatering the meadow and leading to loss of vegetation vigor. With 

the proposed amendments, the coverage limit would increase from 30 percent to 70 percent, with 

coverage transfer on applicable lands with capability 4-7. Additional development around the SEZ where 

headcuts and ditches are present, significantly and irreversibly impact   the SEZ which expressly violates 

the 2008 City Resolution and the intent of SEZ restoration. Regardless of the success of the SEZ 

restoration efforts, the site was to be permanently retired, in line with the City’s 2008 Resolution and 

enforced by TRPA’s approval of the Boulder Bay Community Enhancement Program Project EIS in 

2009.4  

 

In September, October, and November of 2013, the TRPA Regional Plan Implementation Committee 

(RPIC) and Governing Board had lengthy discussions internally and with the City and the public. One of 

the results of the discussion was the City reinforcing that it “wanted to identify [Colony Inn] as a priority 

site for getting the stream environment zone restoration completed.”5 Other outcomes relevant to these 

proposed amendments are enshrined in the TCAP itself: 

● “The Colony Inn which was located in SEZ lands by the intersection of Montreal Road and 
Heavenly Village Way was demolished and 64,800 square feet of land coverage was removed 
and banked, and the site stabilized. The existing tourist accommodation units removed from the 
site are proposed for transfer to the Boulder Bay Project in North Stateline. A condition of the 
Boulder Bay permit requires that the property be restored to a functioning SEZ prior to the units 
being transferred.” Page 3-4.  

● “The Tourist Core Area Plan responds to the needed SEZ improvements: Restore the disturbed 
SEZ on the Colony Inn parcel located along Montreal Road.” Page 7-5.  

 

 
2 October 15, 2013 TCAP. Policy NCR-4.1, page 7-3. https://www.cityofslt.us/DocumentCenter/View/3508/Final-Tourist-Core-
Area-Plan?bidId=  
3 December 2020 Lake Tahoe Basin SEZ Baseline Condition Assessment. Report: 
https://gis.trpa.org/TahoeSEZViewer/SEZ%20baseline%20condition%20assessment_v8.pdf; StoryMap: 
https://www.google.com/url?q=https://storymaps.arcgis.com/stories/815a21db82944f7f95ce94d76c73a19b&sa=D&source=
docs&ust=1652741001866899&usg=AOvVaw2791Wlh0aSr9wKajKr5gZW  
4 November 4, 2009 Boulder Bay CEP Project EIS. https://www.trpa.gov/wp-
content/uploads/documents/archive/4_01_Land_Use.pdf  
5 October 24, 2013 Meeting Minutes from TRPA RPIC meeting. Page 19. https://www.trpa.gov/wp-
content/uploads/documents/archive/January-29-2014-Governing-Board-Packet.pdf  

https://www.cityofslt.us/DocumentCenter/View/3508/Final-Tourist-Core-Area-Plan?bidId=
https://www.cityofslt.us/DocumentCenter/View/3508/Final-Tourist-Core-Area-Plan?bidId=
https://gis.trpa.org/TahoeSEZViewer/SEZ%20baseline%20condition%20assessment_v8.pdf
https://www.google.com/url?q=https://storymaps.arcgis.com/stories/815a21db82944f7f95ce94d76c73a19b&sa=D&source=docs&ust=1652741001866899&usg=AOvVaw2791Wlh0aSr9wKajKr5gZW
https://www.google.com/url?q=https://storymaps.arcgis.com/stories/815a21db82944f7f95ce94d76c73a19b&sa=D&source=docs&ust=1652741001866899&usg=AOvVaw2791Wlh0aSr9wKajKr5gZW
https://www.trpa.gov/wp-content/uploads/documents/archive/4_01_Land_Use.pdf
https://www.trpa.gov/wp-content/uploads/documents/archive/4_01_Land_Use.pdf
https://www.trpa.gov/wp-content/uploads/documents/archive/January-29-2014-Governing-Board-Packet.pdf
https://www.trpa.gov/wp-content/uploads/documents/archive/January-29-2014-Governing-Board-Packet.pdf
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In July of 2013, the League submitted comments on the TCAP in its early stages of development, 

including a clarifying question about the Colony Inn site. The November 2013 TRPA Governing Board 

meeting included responses to comments and #8 directly addresses the Colony Inn site.6 While the 

Boulder Bay project has been long-delayed and is currently changing with new ownership of that site, 

TRPA’s transfer rules may still apply and the intent to permanently retire the site is clear.  

 

TRPA Counsel will need to provide an analysis of the SEZ Restoration Credits and requirement to 

permanently retire and “stabilize” the site based on TRPA Code and TCAP approvals in 2013, and the 

final intent captured in TCAP. 

 

 

Recreation/Open Space 

The IS/MND for the proposed amendments tiers off of the City’s 2011 General Plan and TRPA’s 2012 

RPU, and references the TCAP.  

 

In the City’s General Plan, the parcels that are the subject of the amendments are identified as 

“Conservation.”7 The General Plan’s Conservation designation “provides for the permanent preservation 

of natural resources, habitat protection, watershed management, public and quasi‐public uses, areas that 

contain public health and safety hazards such as floodways, and areas containing environmentally‐

sensitive features.”8 The parcels being considered for the amendment are the only General Plan 

Conservation parcels in the TCAP area, and some of the only infill/smaller lot Conservation parcels in the 

entire General Plan. This was done deliberately and likely linked to the discussions when Colony Inn was 

demolished.  

 

In the TCAP, the parcels in question are zoned as recreation. While this questionably aligns with the 

intent in the General Plan, Recreation districts in the TCAP are “intended to allow a variety of recreation 

uses such as dispersed recreation and parks. Permissible uses include day use areas and group 

facilities.”9 The dispersed recreation use most closely aligns with the intent of the Conservation 

designation in the General Plan. When the TCAP was developed, the Conservation designation arguably 

should have translated to the Open Space designation which “is intended to preserve land in its present 

use that would: 1) conserve and enhance natural or scenic resources; 2) protect streams environment 

zones, sensitive lands, water quality or water supply; 3) promote soil and habitat conservation; 4) 

enhance recreation opportunities; and/or 5) preserve visual quality along highways, roads, and street 

corridors or scenic vistas. The land is predominantly open, undeveloped, or in a lightly developed and is 

suitable for any of the following: natural areas, wildlife and native plant habitat; erosion control facilities, 

stream environment zones, stream corridors; passive parks; and/or trails for non-motorized activities.”10 

This Open Space designation also aligns with TCAP policies NCR-2.3 and R-2.3,11 which would be very 

difficult or impossible to implement or achieve if the proposed amendments are approved.   

 

 
6 November 20, 2013 Response to Comments on the TCAP. Response #8, Page 4. https://www.trpa.gov/wp-

content/uploads/documents/archive/6_FINAL_Attachment-E_Responses-to-Comments.pdf  
7 October 15, 2013 TCAP. Figure 2-2.  
8 May 17, 2011 City of South Lake Tahoe General Plan. Land Use Element, page LU-3. 
https://www.cityofslt.us/DocumentCenter/View/5639/SLTGPU_PD_2-LandUse_Final_2011-05-17?bidId=  
9 October 15, 2013 TCAP. Page 5-6.  
10 Ibid.  
11 TCAP Policy NCR-2.3: Encourage the use and access to designated open space for passive recreation uses when they 

conform to resource restrictions 

    TCAP Policy R-2.3: Encourage landscaped, small passive parks in and around the Tourist Core 

https://www.trpa.gov/wp-content/uploads/documents/archive/6_FINAL_Attachment-E_Responses-to-Comments.pdf
https://www.trpa.gov/wp-content/uploads/documents/archive/6_FINAL_Attachment-E_Responses-to-Comments.pdf
https://www.cityofslt.us/DocumentCenter/View/5639/SLTGPU_PD_2-LandUse_Final_2011-05-17?bidId=
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TRPA’s Regional Plan (RPU) was updated in 2012, between the adoption of the City’s General Plan and 

the TCAP. The IS/MND, in section 1.8, selected a few TRPA- specific and -referenced goals and policies 

that this project may support but the ones it may conflict with are not included which does not allow a fair 

assessment of the pros and cons of the proposed project. These include, but are not limited to ROS-2.9, 

ROS-2.10, ROS-2.11, Land Use Element Goal 1 Policies 2 and 3, Soils Goal 1 Policy 7, Open Space 

Goal 1, and Stream Environment Standard SC-2.  

 

To comply with the City’s and TRPA’s land use designations and goals and policies related to open 

space and recreation, the “corner parcel” at 3828 Montreal Road (APN 029-441-003) needs to be 

permanently retired as Recreation or Open Space through a deed restriction on the parcel. This would 

include the access easement associated with the Colony Inn to the Van Sickle access road.  

 

 

Summary and Recommendations 

For this IS/MND to tier off of the City’s General Plan and TRPA’s Regional Plan, the amendments 

analyzed must be consistent with those plans. The proposed amendments are not consistent with the 

land use designations or the majority of the relevant goals and policies in the documents being tiered off 

of, which sets a dangerous precedent. In addition to the inconsistency, the impacts to recreation, public 

services, biological resources, land use/planning, population/housing, and overall cumulative impacts 

have been underestimated, ignored, or not mitigated to less than significant. We recommend three 

mitigation measures that could put the amendments into conformance with the General Plan and 

Regional Plan: 

1. To mitigate for recreation and public service impacts: enhance the existing mitigation which is 
Putting up a fence to block access directly to Van Sickle, the future Greenway path, and existing 
SEZ. Based on the map provided as Figure 2-2 on page 16 of the IS/MND, the fencing needs to 
go around the entire property and could include tying into the substation fencing. It would be easy 
to leave the property and get around the fencing as depicted from buildings 7, 8, and 10, pretty 
easy from building 9, and not difficult from all buildings.  

2. To mitigate impacts to biological resources and land/use planning (SEZs): create a new mitigation 
measure, enforced through a permit condition or deed restriction, requiring the SEZ on the 
parcel(s) to be restored to a functional state and monitored and maintained for the life of the 
project.  

3. To mitigate for conflicts with land use/planning, impacts on population/housing, and cumulative 
impacts12: create a new mitigation measure, enforced through a permanent deed restriction 
running with the land, permanently designating the “corner parcel” (3828 Montreal Road, APN 
029-441-003) as Recreation or Open Space under the relevant TCAP definition. 

 

Finally, mitigation monitoring reporting requirements and schedule need to be developed before 

approving the amendments,13 taking into account the updated and new mitigation measures we 

recommend.  

 

 

 
12 Pursuant to § 15370 of the CEQA Guidelines, mitigation includes: (a) Avoiding the impact altogether by not taking a certain 

action or parts of an action. (b) Minimizing impacts by limiting the degree or magnitude of the action and its implementation. 

(c) Rectifying the impact by repairing, rehabilitating, or restoring the impacted environment. (d) Reducing or eliminating the 

impact over time by preservation and maintenance operations during the life of the action. (e) Compensating for the impact 

by replacing or providing substitute resources or environments. 
13 CEQA § 21081.6.: Upon approving a project for which a MND is adopted, the Lead Agency must also adopt a mitigation 
monitoring or reporting program. 
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Based on City and TRPA Counsel determination, and any new mitigation measures proposed, the 

League will consider accepting development of Colony Inn site and the “back parcel” as long as 

the SEZ is restored and permanently monitored; and the “corner lot” is permanently retired with a 

deed restriction. 

 

Thank you for the opportunity to provide these comments. Please do not hesitate to contact us to discuss 

our recommendations and we hope to see an updated IS/MND with additional mitigation measures in 

order to comply with CEQA and TRPA environmental review, goals, and policies.  

 

 

Sincerely,  

 

 
 

Darcie Goodman Collins, PhD 

CEO League to Save Lake Tahoe 
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Abstract
Since the 1930s, California’s Sierra Nevada has warmed by an average of 1.2◦C. Warming directly primes forests for easier wildfire 
ignition, but the change in climate also affects vegetation species composition. Different types of vegetation support unique fire 
regimes with distinct probabilities of catastrophic wildfire, and anticipating vegetation transitions is an important but undervalued 
component of long-term wildfire management and adaptation. Vegetation transitions are more likely where the climate has become 
unsuitable but the species composition remains static. This vegetation climate mismatch (VCM) can result in vegetation conversions, 
particularly after a disturbance like wildfire. Here we produce estimates of VCM within conifer-dominated forests in the Sierra 
Nevada. Observations from the 1930s Wieslander Survey provide a foundation for characterizing the historical relationship between 
Sierra Nevada vegetation and climate before the onset of recent, rapid climate change. Based on comparing the historical climatic 
niche to the modern distribution of conifers and climate, ∼19.5% of modern Sierra Nevada coniferous forests are experiencing VCM, 
95% of which is below an elevation of 2356 m. We found that these VCM estimates carry empirical consequences: likelihood of type- 
conversion increased by 9.2% for every 10% decrease in habitat suitability. Maps of Sierra Nevada VCM can help guide long-term land 
management decisions by distinguishing areas likely to transition from those expected to remain stable in the near future. This can 
help direct limited resources to their most effective uses—whether it be protecting land or managing vegetation transitions—in the 
effort to maintain biodiversity, ecosystem services, and public health in the Sierra Nevada.

Keywords: ecology, habitat suitability modeling, vegetation transitions, vegetation climate mismatch, climate change, California

Significance Statement

Warming climatic conditions over the last century have led to observable shifts in the spatial organization of dominant tree species in 
California’s Sierra Nevada. Little is known, however, about the extent to which these shifts have tracked the magnitude of climate 
change. This study maps Vegetation Climate Mismatch in the Sierra Nevada—areas where climate change has left trees in climatic 
conditions where they have not historically occurred. Different vegetation types support different wildfire regimes, ecosystems, and 
ecosystem services. Our maps will be useful for anticipating vegetation transitions and informing long-term wildfire and ecosystem 
management across the Sierra Nevada mountains of California.

Introduction
Warmer and drier conditions prime forests for ignition (1), but cli-
mate change also directly affects the species composition of fu-
ture vegetation. Climate-driven vegetation conversion is an 
understudied phenomenon in general and a potentially signifi-
cant determinant of catastrophic wildfire risk that could require 
changes in management strategies (2–4).

Broadly, climate change has caused vegetation to shift pole-
ward and up-slope (5–7). In long-lived ecosystems like forests, cli-
mate change is occurring faster than the ability of many plants to 
shift their distributions or adapt, resulting in vegetation disequi-
librium (8) or vegetation climate mismatch (VCM). Forests 

experiencing VCM are at risk of converting to alternative species 
assemblages, particularly after stand-replacing disturbances 
such as severe wildfire (4). In some cases, VCM can even make for-
ests more susceptible to wildfires (9).

VCM is likely to be found in California’s transition zone be-
tween low-elevation conifer-dominated forest and angiosperm- 
dominated vegetation (including mixed chaparral, oak woodland, 
and mixed broadleaf forest) (Fig. 1; elevation ∼1000–1400 m)— 
where the foothills of the Sierra Nevada end and the mountains 
of the western flank begin. These forests lie on the warm end of 
mixed conifer distributions, where canopy dominants include 
ponderosa pine, sugar pine, and Douglas-fir (10), and understories 
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are typically composed of mixed chaparral’s characteristic scrub 
oak, chaparral oak, and manzanita.

Boundaries between conifer-dominated forest and nonconifer 
vegetation at the western slope of the Sierra Nevada that were es-
tablished under a previous climate regime may now be out of 
equilibrium with the current climate, especially if established 
trees continue to persist, even as climate conditions become un-
suitable for seedlings and saplings of the same species. In these 
settings, stand-replacing fire—which pushes forests back to seed-
ling stages—can trigger a rapid transition from one vegetation 
type to another (4, 11, 12). These transitions can potentially lead 
to the local loss of species, ecosystem services, and irrecoverable 
carbon stocks, depending on the vegetation that replaces these 
forests—and can also impact future risk of catastrophic wildfire.

Recent human population growth and large wildfires in these 
lower-elevation conifer forests punctuate the need to assess eco-
logical stability, particularly as it relates to wildfire risk.

Results and discussion
Conceptually, present-day VCM in Sierra Nevada coniferous for-
ests exists if the geographic shift of tree species does not keep 
pace with climate change. This mismatch between vegetation 
and climate will make regeneration after disturbance more diffi-
cult. The Wieslander survey from the 1930s provides an anach-
ronistically high resolution (minimum mapping unit of 16 ha) 
and expansive (176,900 km2) assessment of historical California 

vegetation (13, 14). Comparing the historical vegetation distribu-
tion to modern EVeg maps (15, 16), the mean elevation of conifers 
has shifted up-slope by 34 m on average (95% CI = [25 m, 43 m]). 
Over the same time period, the characteristic temperature range 
for conifers (10) has shifted up-slope by 182 m (95% CI = [179 m, 
187 m]), based on historical and contemporary temperature and 
precipitation at 30 arc-second resolution (17) used to calculate 
19 bioclimatic variables for 1915–1955 and 2000–2020. The magni-
tude of this temperature shift is approximately three to five times 
greater than the shift of the conifers (AltitudeMAT − Altitudeconifer = 
145 m; 95% CI = [135 m, 156 m]), suggesting the presence of VCM 
(Fig. 1). In calculating the altitude shifts of both conifer occur-
rences and temperature variables, 10 pseudo-replicate sets were 
made by randomly introducing known measurement error (see 
methods) and bootstrapped 1000 times.

To provide a more accurate and geographically explicit assess-
ment of VCM, we quantified the climatic drivers of conifer distri-
bution (i.e. the climatic niche) within the Sierra Nevada, using 
the 1930s vegetation data and 800 m resolution climate data 
(1915–1955) to train a habitat suitability model (HSM) for Sierran 
conifer forests. The advantage of using these older data is that 
they come from an era when the vegetation and climate were clos-
er to equilibrium, before the vast majority of human-caused 
warming (18). Using the sdm (v 1.0-89) (19) and dismo (v 1.3-3) 
(20) packages in R (v 4.1.1) (21), we trained a Generalized 
Additive Model (GAM) on 56,844 conifer presence and 26,504 coni-
fer absence points and 7 bioclimatic variables, using 5-fold 

Fig. 1. Observed elevation shifts in temperature, precipitation, and conifers across the study area between 80 years. The elevation distribution of modern 
conifers (top panel, dark green; mean = 1,884 m, SD = 640 m) was 34 m higher (95% CI = [25 m, 43 m]) than the 1930s conifers (top panel, light blue). This 
average shift in elevation was far less (by 145 m; 95% CI = [135 m, 156 m]) than the up-slope shift in the nominal 7–12◦C Mean Annual Temperature 
envelope of Sierra Nevada low-elevation conifers (182 m; 95% CI = [179 m, 187 m]) (10). Note that the Mean Temperature envelope of Sierra Nevada 
low-elevation conifers would be shifted approximately 1◦C cooler, if calculated based on the vegetation distribution in the Wieslander survey. Mean 
Annual Precipitation (bottom panel) decreased between the two time periods at most elevations—more-so at higher elevations—and the average 
elevation of the MAP envelope of Sierra low-elevation conifers decreased by 37 m (95% CI = [27 m, 49 m]). Circles represent samples with measurement 
error randomly introduced, and solid lines represent the averages across 10 samples. Vertical dashed lines show the total mean for the time period.
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spatial-blocking cross-validation for model evaluation (AUCtest = 
0.94 ± 0.039, COR = 0.78 ± 0.079, AUCtrain − AUCtest = 0.027 ± 0.042). 
Mean Temperature of the Wettest Quarter (MTWQ) and Mean 
Annual Precipitation (MAP) were the strongest determinants of 
conifer distribution in the 1930s, with 52% (SD = 20.9%) and 42% 
(SD = 13.9%) relative variable importance, respectively (Fig. 2b).

We used this model to predict regions of suitable conifer habi-
tat across time periods from 1960 to 2100. CMIP6 data from scen-
arios SSP1-2.6 (an ambitious mitigation future) and SSP5-8.5 (a 
continued high emissions future) were used to predict future 
changes in habitat suitability. Habitat suitability (HS) was divided 
into three categories: suitable (HS ≥ 0.52), unsuitable (0.52 > HS ≥ 

Fig. 2. Estimated conifer VCM in the Sierra Nevada (2015–2020). (a) The conifer HSM projected to contemporary climate and overlayed on the modern 
conifer distribution (EVeg) reveals that up to 19.5% of modern conifer forest is in VCM, primarily along the low-elevation western slope of the Sierras. The 
total area of conifers shown is 40,495 km2, of which ∼32,500 km2 are in equilibrium with the modern climate. (b) Mean Temperature of Wettest Quarter 
and Mean Annual Precipitation were the most important predictors in the HSM (meanMTWQ = 0.518, SEMTWQ = 0.209 and meanMAP = 0.418, SEMAP = 0.139). 
Standard error bars are included in the barplot. (c) Boxplots show the difference between modern (2015–2020) and historical (1915–1955) climate within 
the conifer VCM regions. Change in climate is calculated as the number of standard deviations the modern climate differs from the historical period. 
Though the differences were statistically significant for each climate variable (p < 8.45 × 10−12, independent t-test), Precipitation of Driest Month showed 
the greatest decrease (mean = −2.41, SD = 2.84) and MTWQ the greatest increase (mean = 1.59, SD = 0.329) between the historical and modern climate. 
Mean Annual Precipitation changed the least within the VCM area (mean = 0.165, SD = 0.395). Boxplots include the median line, a box denoting the 
interquartile range, and whiskers showing values ±1.5 × the interquartile range.
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0.18), and severely unsuitable (0.18 > HS). These were determined 
based on habitat suitability thresholds above which 95% and 99% 
of the historical (Wieslander) conifers occurred (i.e. where sensi-
tivity = 95% and 99%). In other words, less than 5% of historical 
conifer occurrences were in environmental conditions with HS < 
0.52, which we characterize as “unsuitable” habitat. When com-
pared with contemporary (2010s) EVeg maps of conifer distribu-
tions, these habitat suitability estimates reveal large, contiguous 
patches of conifer VCM in the Sierra Nevada—particularly along 
the low-elevation western slopes—that account for 19.5% of mod-
ern conifer forests (∼7,500 km2) (Fig. 2a). From 1960 to 2020, the 
area of conifer VCM has increased consistently (Fig. S1). When 
projected across the remainder of the 21st century, even the low-
est emissions pathway (SSP1-2.6) leads to VCM doubling by the 
end of the century, if conifer range edges stay static (Fig. 3).

Based on the model, this increase in VCM is primarily attribut-
able to an increase in Mean Temperature of the Warmest 
Quarter (MTWQ) across the study area between the 1930s and 
present day (Fig. 2c). The variable response curves (Fig. S2) dem-
onstrate the sensitivity of conifer habitat suitability to high val-
ues of MTWQ: above a MTWQ of 0.5◦C, habitat suitability drops 
by approximately 0.1 for every 1◦C of warming. This sensitivity 
of low-elevation conifers to higher temperatures presumably re-
flects a suite of physiological features that make them less com-
petitive against angiosperms under warm conditions. A number 
of nonclimatic environmental features, like edaphic characteris-
tics and disturbance regimes, can also be important drivers of 

conifer range limits, but there is no evidence for consistent pat-
terns of these along the conifer/angiosperm boundaries in the 
Sierra Nevada (10).

Areas that transitioned from conifer-dominated in the 1930s to 
angiosperm-dominated in the 2010s generally have lower contem-
porary conifer habitat suitability than areas that maintained coni-
fer dominance over that time period. Logistic regression indicates 
that the odds of conifer forests persisting decreased by 9.2% (95% 
CI = [0.092, 0.093]) for every 0.1 decrease in predicted habitat suit-
ability (Fig. 4b). The areas of the Sierras where conifer-dominated 
vegetation transitioned to angiosperm-dominated vegetation occur 
primarily along the lower-elevation western slopes (Fig. 4a). This 
finding affirms the empirical implications of the low habitat suit-
ability predicted by our model—these areas are at greater risk of 
eventually converting to nonconifer dominated vegetation. While 
it is difficult to tease apart the relative contribution of different pos-
sible drivers of vegetation transitions observed in this area, it is like-
ly that decreased climatic suitability has compounded the impacts 
of other activities like logging or fire suppression.

These results are consistent with recent literature document-
ing observed and expected vegetation change in the Sierra 
Nevada and climate-induced vegetation transitions more broadly. 
A number of studies document observed or expected geographic 
shifts in low-elevation conifer-dominated forests, due at least in 
part to warming temperatures. Examples come from the Alps 
(22), Rocky Mountains (11), the state of California (23), and the 
Sierra Nevada (24). In the Sierra Nevada, studies using the 

Fig. 3. Future projections of VCM for two emissions pathways. Projection of the conifer HSM to mid-century and late-century climates suggest a dramatic 
increase in VCM by the end of the century if the contemporary conifer range edges do not move. The expected growth in severe VCM area (SSP1-2.6: 2.53 
km2/yr; SSP5-8.5: 5.98 km2/yr) outpaced the more moderate VCM growth (SSP1-2.6: 1.54 km2/yr; SSP5-8.5: 2.95 km2/yr) under both emissions scenarios. 
Following the trend in projections of historical VCM (Fig. S1), VCM is expected to increase most along the western slope of the Sierra Nevada.
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Wieslander survey show that an increase in oak or hardwood 
vegetation is concomitant with a reduction in pine species preva-
lence (in western El Dorado county in particular, ponderosa pine 
decreased in area by 570 km2, and montane hardwood increased 
by 498 km2) (25, 26). Fire suppression has played a notable role 
in shaping the distribution and demography of these Sierra 
Nevada forests as well, and has worked in concert with warming 
temperatures to favor hardwood species like Quercus spp. while re-
ducing the dominance of less shade-tolerant species like Pinus spp. 
(27). Conifer regeneration failure is likely a major driver of these 
observed and expected patterns, and researchers such as Shive 
et al. have found that a combination of climatic shifts and disturb-
ance characteristics (e.g. burn severity) significantly affect the 
likelihood of conifer regeneration (28).

Is it possible that this analysis based on vegetation maps from 
the 1930s and the 2010s artificially inflates the area of VCM? 
Effects of logging prior to the 1930s and differences in mapping cri-
teria warrant evaluation. The contrast between the projected and 
actual distribution of Sierran conifer forest depends on the ro-
bustness of the assumption that 1930s vegetation was in equilib-
rium with the climate. It is clear that there was little warming 
before the 1930s and that most of the anthropogenic climate 
change expected to cause VCM has been within the last few deca-
des (29). Is it also possible that, even in the 1930s, vegetation was 
out of equilibrium with climate as a result of logging limiting 

conifers at the warm, dry end of their distribution? Logging was 
widespread throughout the Sierras in the late 19th and early 
20th centuries. By 1945, ∼55% of nonsubalpine Sierra Nevada for-
ests were second or third growth forest (30). We do not find evi-
dence that logging consistently led to permanent vegetation 
conversions, and logged Sierran forests often regrow with the pre-
logging dominants. Ponderosa pine forests, for example, can re-
turn to dominance within 50 years of being clear-cut (31); 
Sierran mixed conifer, as few as 12 (32). We think it more unlikely 
that logging and other anthropogenic impacts would have specif-
ically impacted the low-elevation edge of conifer distributions 
across the entirety of the Sierras in a way that would meaningfully 
truncate the estimated climatic niche. In the Manual of Field 
Instructions (33), Wieslander et al. write: “Except for the following, 
do not attempt to map smaller units than 40 acres of any type. (1) 
Remnant woodland and timber types in chaparral areas, or timber 
types in woodland would always be mapped if 10 acres or more” 
(pp. 39–40). The use of the word “remnant” implies that the sur-
veyors were sensitive to vegetation transitions and made an effort 
to classify conifer types even after disturbance, which further mit-
igates the possibility that anthropogenic vegetation conversions 
prior to 1930 affected conifer range edges.

Even so, we cannot eliminate the possibility that pre-1930s log-
ging or anthropogenic disturbance led to vegetation conversions 
and some overestimation of modern VCM. We explored the 

Fig. 4. Habitat suitability of observed vegetation transitions between 1930s and 2010s. Areas that transitioned from conifer-dominated to 
angiosperm-dominated vegetation from 1930s to present tended to have lower modern conifer habitat suitability (p < 2 × 10−16). (a) All areas in the Sierra 
Nevada with complete vegetation data from the 1930s (Wieslander) and 2010s (EVeg) area shown. Most transitions from conifer-dominant vegetation are 
along the low-elevation edges of the historic conifer distribution. (b) The fitted logistic regression line indicates that the odds of conifer forests persisting 
decreased by 9.2% (95% CI = [0.092, 0.093]) for every 0.1 decrease in predicted habitat suitability. Probability density estimates for the areas of either 
transition or persistence are included.
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sensitivity of our results to the possibility that 1930s conifers were 
missing from the lower-elevation range edge as a result of human 
activity and, therefore, shifted toward the cool end of their climat-
ic niche (opposite the pattern that has emerged since the 1930s). 
To do this, we trained HSMs on Wieslander data manipulated 
such that the highest elevation nonconifer samples were random-
ly converted to conifer samples. Our results followed the expect-
ation that the area of modern VCM decreases with an assumed 
expansion of lower-elevation historical conifer distribution (Fig. 
S6). However, even under the extreme scenario in which the 
Wieslander survey did not detect conifer vegetation over 2,700 
km2 of the lowest elevation regions that may once have contained 
conifers, total VCM is still >10% of all modern conifer forests with-
in the study area.

Vegetation mapping criteria were generally similar for the 
maps from the 1930s and the 2010s, but there are subtle differen-
ces in vegetation classification and minimum mapping unit 
(MMU) size (25). Under the CALVEG classification system, an 
area is classified as the taller of a set of possible vegetation types 
if the taller type (e.g. coniferous) occupies >10% of the mapping 
unit. In contrast, Wieslander VTM has a threshold of 20%. 
Because the EVeg maps lean towards classifying areas with only 
a few conifers as conifer-dominant vegetation, the modern 
maps might exaggerate conifer area at low elevations, contribut-
ing to an overestimate of VCM. Likewise, the difference in MMU 
between the two maps may contribute to an overestimate of mod-
ern conifer VCM. The MMU of EVeg (≤1 ha) is smaller than that of 
the Wieslander data (16 ha total; 4 ha for “timber types” (33)), so 
EVeg data are more likely to register smaller stands of conifers, 
which may be more common along the lower-elevation edge of 
conifer distributions. To compensate for this, our vegetation ag-
gregation method for both the 1930s and 2010s maps is intention-
ally sensitive to conifer occurrences, registering conifer presence 
if ≥5% of an 800 m (64 ha) grid cell contains conifer vegetation.

Our first-of-a-kind maps of areas experiencing VCM represent a 
new consideration when planning for forest management. These 
VCM forests are at risk of failing to regenerate after a disturbance. 
The exact mechanisms and sequences of events that lead to vege-
tation change will vary across the landscape and should be a tar-
get of future studies. But overall, VCM requires a move away from 
simply resisting fire and vegetation change to a more active man-
agement approach that directs the changes in a way that is bene-
ficial to ecosystems and the nearby communities (34, 3).

Incorporating VCM into forest management plans will require 
experimentation and a delicate balancing of constituencies and 
their interests. There will likely be tradeoffs to be negotiated 
and difficult decisions to be made. For example, the public is often 
reticent to engage in large scale thinning or prescribed burns due 
to economic and esthetic reasons. But these very interventions 
may be important for forest health and fire safety. These and oth-
er interventions that move away from traditional resilience and 
towards a more “adaptive” or “transformative” resilience are likely 
to be necessary (35).

Understanding a region’s habitat suitability also influences 
management choice after a disturbance event. Most notably, in 
a VCM area, efforts to reforest after a fire or other disturbance 
with the same vegetation type as before are unlikely to be success-
ful. Post-disturbance restoration needs to take into account the 
species mix and density that can currently be supported, but 
also the kinds of vegetation that future conditions are likely to 
support. This requires managers grappling with uncertainty in cli-
mate projections as they plan the future of the lands they manage; 
accessible tools that can synthesize climate projections 

with species distribution modeling can facilitate this planning 
process.

Maps of vegetation-climate mismatch can also inform conser-
vation priorities. Habitats that are in equilibrium today and pro-
jected to remain in climate equilibrium should be prioritized for 
protection. In contrast, habitats that are out of equilibrium today 
or that are projected to go out of equilibrium could be treated to 
reduce the risk of catastrophic fires. Alternatively, transitions to 
new vegetation types could be facilitated in forests experiencing 
VCM. Schemes that incentivize ecosystem management for cli-
mate mitigation, like California’s forest offset program (36), will 
need to integrate nonstationary future climate and vegetation 
risks and opportunities (37).

Conclusion
We have identified, quantified, and mapped vegetation climate 
mismatch in the Sierra Nevada: a new risk factor relevant to long- 
term management of catastrophic wildfire. Up to 19.5% of conifer 
forests are in areas that no longer have suitable climate for conifer 
regeneration. Thus, when there is a disturbance, such as a large 
fire, the conifer forest will be unlikely to reestablish. Conifer for-
ests experiencing VCM may also be out-competed by vegetation 
types like mixed broad-leaf forests and chaparral that are better 
suited to the new climate and often grow more quickly than coni-
fers, especially at the seedling stage.

Impending vegetation shifts across such a significant portion of 
California require a change in management strategy and a more 
long-term framing of catastrophic fire-risk in California.

Tools to prioritize treatment and protection are desperately 
needed given that more than 20% of California’s forestland would 
benefit from fuel treatments; myriad barriers, including funding, 
stand in the way (38). Our maps of conifer forest VCM provide 
new guidance on what types of management are likely to be suc-
cessful and where. Investments made in better prioritizing con-
servation, fuel management, and fire mitigation in high-risk 
forestlands can have compounding returns—economically, eco-
logically, and in the form of human health and well-being.

Materials and methods
Vegetation data
The US Forest Service’s Wieslander Survey (1928–1940) provides 
the oldest spatially explicit, landscape-scale vegetation data in 
California. The surveyors mapped dominant vegetation (at a min-
imum mapping unit of 16 ha) through a combination of plot sur-
veys and remote observation from peaks and vistas (13). We 
accessed the digitized and georeferenced shapefiles of these 
maps through Berkeley’s Vegetation Type Mapping Project 
Collection (vtm.berkeley.edu), which cover an area of more than 
175,000 km2 across California (14). While digitizing the maps, 
Kelly et al. translated the vegetation classification system used 
by Wieslander to the more contemporary and widely used 
California Wildlife Habitat Relationships models (CWHR) (39). 
The geographic error of the basemaps ranges between 127 and 
462 m (mean = 232 m) (40).

The Wieslander survey also collected plot data, with ostensibly 
higher spatial and taxonomic resolution. We used the Wieslander 
vegetation maps, rather than the plot data, for 4 reasons. (1) The 
vegetation data provide a much larger sample size than the plot 
data when up-scaled to 800 m resolution (Fig. S5). Besides the 
plot data clearly being more sparse, there are also large tracts of 
land that are mapped in VTM for which there are no plots 
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available (e.g. Lake Tahoe Basin). (2) The more contiguous vegeta-
tion data allowed us to estimate the percent cover of different 
vegetation types and more effectively reconcile the difference in 
resolution between the occurrence and climate data used to train 
the habitat suitability model (further details below). (3) The 
Wieslander vegetation maps appear to be the Wieslander survey’s 
primary data product, and the plots are more of an exercise in sur-
veyor training/ground-truthing (33). From the Wieslander Manual 
of Field Instructions: “The plots serve as a check on the mapper’s 
field judgment and assist him in an understanding of types. They 
are used immediately in the field for this purpose” (p. 74). (4) The 
digitized Wieslander plot data do not include CWHR vegetation 
data, only species lists, and the primary goal of this study is to 
find patterns at the scale of vegetation.

We sourced recent vegetation data from the US Forest Service’s 
EVeg (Existing Vegetation) maps for the North Sierra and South 
Sierra regions (15, 16). These vector maps were produced from 
source data including NAIP and WorldView-2 using the CALVEG 
(Classification and Assessment with Landsat of Visible 
Ecological Groupings) classification system, and have a horizontal 
positioning accuracy of ∼50 m. The North Sierra data were pro-
duced from satellite images from 2000 to 2014, while the South 
Sierra source data ranged from 1995 to 2016. The CALVEG vegeta-
tion classes “crosswalk easily” to CWHR classes, which are pro-
vided in the EVeg map product (41).

We cropped all vegetation data to the general extent of the Sierra 
Nevada mountains, which we derived from the Northwestern 
Forested Mountains ecoregion (42) east of the Central Valley and 
south of 40◦. We added a 45 arc-minute (∼70 km) buffer to 
the southern, western, and eastern extents to include vegeta-
tion data from surrounding lower-elevation areas, where 
available.

Climate data
We sourced contemporary and historical monthly precipitation, 
maximum temperature, and minimum temperature data from 
Oregon State University’s PRISM (Parameter-elevation Regressions 
on Independent Slopes Model) Climate Group at 30 arc-second reso-
lution (17). PRISM data are widely used and produced from the inter-
polation of observations from a multitude of US meteorological 
stations using a regression model which weights grid cells by their 
physiographic similarity to the station. Mean absolute error is 1◦C 
for temperature variables and 10% for precipitation variables in 
the western US (43).

We used the biovars() function from the dismo v. 1.3-3 R package 
to convert the monthly precipitation and temperature variables to 
19 bioclimatic variables—including physiologically relevant vari-
ables such as mean diurnal temperature range and precipitation 
of the driest quarter—and produced averages for the following 
time periods: 1915–1955, 1960–1980, 1980–2000, 2000–2010, 
2010–2020, 2015–2020.

The climate data for future scenarios came from the Coupled 
Model Intercomparison Project Phase 6 (CMIP6). We chose the 
Shared Socioeconomic Pathways (SSPs) SSP1-2.6 and SSP5-8.5 
for the 2041–2060 and 2081–2100 time periods from the 
CanESM5 (Canadian Centre for Climate Modelling and Analysis, 
Canada) global circulation model. We chose CANESM5 because 
its projections for future climate in California are near the middle 
of results from CMIP6 (44). We downloaded a set of 19 bioclimatic 
variables at 2.5 arc-minute resolution from the Worldclim dataset 
(http://www.worldclim.org, accessed on April 27th, 2021) (45). 
SSP1-2.6 and SSP5-8.5 represent the lowest and highest potential 

emission scenarios for the next century, and are derived from es-
timates of future energy and land-use trajectories (46).

Conifer habitat suitability model
We started building the Sierra Nevada conifer habitat suitability 
model by identifying all CWHR habitat types that were conifer- 
dominated within the study area. These included Sierran Mixed 
Conifer, Subalpine Conifer, Douglas Fir, Eastside Pine, Jeffrey 
Pine, Closed-Cone Pine-Cypress, Lodgepole Pine, Pinyon-Juniper, 
Ponderosa Pine, Red fir, and White fir. The Montane Hardwood- 
Conifer type is defined as at least 33% conifer-dominated and 
33% hardwood-dominated vegetation (39), which we classified 
as 50% conifer presence and 50% conifer absence. All other expli-
citly nonanthropogenic CWHR types were considered conifer 
absences within the context of the model. To mediate the large 
difference in resolution between our occurrence and climate 
data we effectively up-scaled the binary occurrence data. We cal-
culated the percent-cover of conifer presence and absence poly-
gons within the 30 arc-second grid cells of the climate data. If 
5% of the grid cell contained conifers, we considered it a presence. 
If the grid cell contained less than 5% conifer cover and nonconifer 
vegetation exceeded 5% then it was classified as an absence. Our 
threshold was chosen to reduce omission error so that the result-
ing habitat suitability model would capture the breadth of the cli-
matic niche of conifers in the Sierra Nevada.

To reduce collinearity among the 19 bioclimatic predictors with-
in the extent of our study area, we calculated the Variance Inflation 
Factor (VIF) for the set using the R package usdm (47) and incremen-
tally excluded collinear variables until VIF < 10, as recommended. 
The 7 remaining variables were Mean Temperature of Wettest 
Quarter, Mean Annual Precipitation, Mean Temperature of 
Driest Quarter, Precipitation Seasonality, Precipitation of 
Driest Month, Temperature Annual Range, and Isothermality. 
Reducing collinearity among predictors helps to increase model 
efficiency and mitigate uncertainty (48). When transferring mod-
els across space or time, differences in predictor collinearity be-
tween training data and projecting data can lead to poor 
performance. We quantified collinearity shift by comparing the 
correlation matrices of historical predictors to those of the pre-
sent and future (49). Among the 7 climate variables vetted for 
collinearity, the greatest absolute shift in r was 0.183 for 
Isothermality and Mean Annual Precipitation and the average 
absolute shift in r was 0.005 (Fig. S3).

All of our habitat suitability modeling was completed using the 
sdm (v 1.0-89) (19) and dismo (v 1.3-3) (20) packages in R (v 4.1.1) 
(21). We used five different presence-absence modeling algo-
rithms available from the sdm package: Random Forest, 
Multivariate Adaptive Regression Spline, Generalized Linear 
Model, Boosted Regression Tree, and BIOCLIM with default set-
tings. We trained each model on historical occurrence and pre-
dictor data and used 5-fold cross validation with spatial blocking 
(block size = 70 km, blockCV (v 2.1.4) package (50)) to partition 
the occurrence data into testing and training sets in order to 
evaluate model performance. k-fold cross validation works by 
splitting source data into k groups (or “folds”) and iteratively with-
holding each group as a “test” set while models train on the other k 
− 1 groups. The metrics of model performance are averaged across 
all (k) iterations. We used both AUC (the area under the receiver 
characteristic operating curve) and COR (point-biserial correl-
ation coefficient) as model evaluation metrics. Because model ex-
trapolation was a key feature of this work, we quantified the 
extent of over-fitting in the models by subtracting the training 
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AUC from the test AUC (51). We selected the GAM model because 
GAM can perform better than other popular SDM methods when 
extrapolated to novel environments (52). Test statistics (Fig. 
S4A) and variable importance (Fig. S4B) across the different meth-
ods show that each method produced models with high AUC and 
COR and the most important predictors were MAP and MTWQ. 
The relative weighting of MAP and MTWQ was the greatest differ-
ence between the models, with GAM, MARS, and GLM weighting 
MTWQ relatively higher than the decision tree-based methods.

We calculated a series of thresholds for the historical conifer 
HSM to delineate the probability of presence into three categories: 
suitable habitat, unsuitable habitat, and severely unsuitable habi-
tat. We defined these thresholds using model sensitivity (i.e. the 
proportion of true conifer occurrences that are classified as suit-
able conifer habitat at a given threshold of habitat suitability) 
where unsuitable habitat was defined as habitat suitability values 
under which 5% of all Wieslander conifer occurrences occurred 
(i.e. sensitivity = 0.95). Similarly, severely unsuitable habitat was 
defined by the habitat suitability threshold which excluded 1% 
of Wieslander occurrences (i.e. sensitivity = 0.99).

The HSM was used to predict conifer habitat suitability at seven 
different time slices throughout the 20th and 21st centuries, sour-
cing PRISM climate variables for present-day and historical time 
periods and CMIP6 for future projections. At every time slice, we 
intersected our HSM predictions with observed conifer occur-
rences from EVeg, to produce maps of conifer forests that grow 
in suitable, unsuitable, or severely unsuitable climates. We down- 
scaled the future projections to 30 arc-seconds via bilinear inter-
polation to match the resolution of the other time periods and 
simplify the comparison of relative area. Estimations of VCM are 
approximate for time periods outside of the present-day because 
EVeg conifer maps only reflect the modern distribution.
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